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Preface

This volume has been prepared by the Doctoral Scim&conomics at the Faculty of
Economics and Business Administration at the Usiteof Szeged on the occasion of tife 1
Central European PhD Workshop on Regional EconoamidsEconomic Geography, with the
title “Regional Growth, Development and Competitiees”. The volume provides a review
of selected papers presented at the PhD Workshop.

The Doctoral School in Economics at the UniversitySzeged aims at organizing a
series of PhD workshops for Central-European dattschools in collaboration with the
Doctoral School in Regional- and Economic Scienee€sSzéchenyi Istvan University,
Doctoral School in Regional Policy and Economicstla University of Pécs and the
Hungarian Regional Science Association, ERSA Huaga&ection. The workshop offers
specific training and provides opportunity for irsetion amongst senior and young
researchers in line with the research activityh& tloctoral schools on the field of regional
economics and economic geography.

The first part of the volume is dealing with regabngrowth, de-growth and
development. It consists of five articles highliglatthe role of territorial capital, possibilities
in economic and urban development, opportunitieeleivorking houses and concept of de-
growth. The second part puts clusters and regioaalpetitiveness in focus. Five articles
provide insight to cluster development and polatyractiveness of foreign direct investments,
show measurement approaches of competitiveness itiypregions and facts on
unemployment. The six articles of the third part &cusing on regions and innovation
systems discussing university patenting, regiongtepreneurship, informal relations in
innovation, technology transfer, activities of kredge-intensive industries, theory of path-
dependency and related variety.

We are grateful to Frank van Oort, Attila VargatilatKorompai giving plenary session
and chairing the session of the PhD workshop, eaelriewers, Zoltan Bajmécy, Péter Jarosi,
Baldzs Kotosz, Baldzs Lengyel, Miklés Lukovics, @& Malovics, Tamas Sebestyén,
Izabella Szakalné Kana for their contribution te tlkalization of the volume.

2013, Szeged, Hungary
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1. Endogenous Development: Role of Territorial Capal in Rural Areas

Gabor Bodnar

Rural regions are unique territorial spaces in termaf economic abilities, social features and the
settlement structure. Such areas have undergonaingdal changes throughout Europe, including
Hungary. Important changes have taken place, angafiuinctions other than agrarian production for
rural regions. These new functions and their diitgreequires a different, more complex analysis
which in turn necessitates a different approachas the understanding of the core elements of
development in the regions in question. This inetufbcusing on social, economic, cultural and
environmental factors and adjusts institutionaligasaccordingly

My work concentrates on the role of endogenous regione¢ldpment and territorial capital
in rural areas, reviews and evaluates availablesw@nt literature and comes to findings from them.
First, | briefly introduce Hungarian countryside @émhe changing rural territorial processes, thee th
unique importance of endogenous regional developiaed territorial capital in this context should
be easily interpreted.

In my work | intend to highlight the role of teoital capital in the development of rural areas.
This special approach of endogenous developmenitaiedncept gives us a theoretical framework to
measure and to compare different territorial units.

Keywords: endogenous development, territorial adpiural areas

1. Introduction

If we examine rural and urban territories from diigtal point of view — as OECD
(2010) does in its document -, they have been lgle#ferentitated from each other in terms
of population. Inhabitants of rural areas largelgepted the fact that they were provided with
distinct possibilities and occupational choicess®linteraction between the population of
these two types of territories was quite limitecedo the fact, among many others, that
available media in these regions had a tendendistuss only local issues.

In the last few decades, major economic changes talken place both in rural and
urban territories, which process resulted in theagleof the relevance of traditional rural

activities with regard to rural areas (van Leeuweal. 2009).

! Present paper is supported by the European Unidrcasfunded by the European Social Fund. Projéet ti
“Broadening the knowledge base and supporting timg lterm professional sustainability of the Redearc
University Centre of Excellence at the Universitly Szeged by ensuring the rising generation of denel
scientists.” Project number: TAMOP-4.2.2/B-10/1-2a1012
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However, the situation has changed by today — & luge advance that we can talk
about brand new or highly appreciated functionsucdl territories. Although it is true that the
more complex approach of rural areas gained matarare stress, the diversity of functions
and multifunctional approach were uniformly coneghvand developed in the OECD (2006)
.,New Rural Paradigm” for the first time.

Consequently, paradigm change in the approach &l territories, and enhanced
emphasis on endogeneous development together tnosw light upon the possibilities of

rural development and growth.

2. Short review of main processes of Hungarian cotnyside

As Sub (2011) writes in an ESPON document, populatiofohgary, and most of its
part is being characterized by unfavourable denpigcaprocesses. The most unfavourable
rural, peripherial north-eastern and south-wesparts, and others too, of the country are
typified by serious depopulation. On the other haBddapest and some wealthy western
territories, predominantly bigger cities, show @plation increase or at least stagnation.

As Enyedi (2012) articulates in relation to ruraban dichotomy and their inequalities,
neither the social nor the economic changes hatakgn place since the regime change
provide favourable circumstances for eliminatinfjedences.

Such a major shift necessarily has significant ictfmaas Buday-Santha (2010) notes,
rural territories have undergone polarization ie thst two decades. He also adds that the
rising tendency of unfavourable processes in thlel fof economy and society is of concern.
Along with the closing down of manufacturing plarasd eliminating rural industry, the
countryside was deprieved of its economic suppbltages in rural territories lost their local
economic intellectuals, former leaders of the samemanufacturing plants who would have
been able to implement locally required develepdmen

In relation to the countrside, the role of agriatdt has to be mentioned, which was
characterized by uncertainity and convulsion duesiwdden changes after the economic
transition (Benet 2006).

Buday-Santha (2010) adds that develepoment cabder\ed in those regions only that
have been able to integrate into urban economyhylmowever, most of the rural territories
did not manage to reach. Also, advantage of dewsdop resources can only be perceived in
infrastructural improvements, while there seem #&ono relevant agricultural achiements.

Consequently, local governments without own inc@ameestruggling in such circumstances.
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What is more, a significant polarization proces®lesd after the transition and
remained peculiar according to Beluszky and SiR@9T). They also add that such a process
has several dimensions, for instance, one affedteglabour market, or another having

impact on the composition of the local community.

3. Change of rural functions

After reviewing the Hungarian countriside, in tleisapter | will discuss rural areas in
more general. Despite of the many difficulties thdiingarian or Central and Eastern
European rural territories need to face, we cdndhbut driving roles of changing processes
of rural areas.

OECD (2006) confirms that nowdays rural areas fgemeral challenges. These
processes are being demostrated by socio-econadigators. At the same time, we can see
singular heterogeneity in the development pathsucél regions which goes beyond the
traditional image of less favoured situation ofaturegions.

As it can be read in an ESPON (2012) paper, oveyé#ars, rurality has generally been
identified with the circumstances of being ruraddalso, many functions and meanings have
been tied to this concept in different contextsstétically, rurality has had a tendency to be
associated with often contrasting characteristich s a happy agricultural lifestyle, and the
struggle with harsh conditions at the same time.

The ESPON (2012) paper highlights the differencesvben equity and efficiency
oriented politics. According to the paper, thetfime aims at mitigating internal social,
economic and territorial diversities in developmantl income, whilst the aim of efficiency
oriented policies is to support economic growthhwitssets of improved efficiency and
competitiveness. To place social, economic andtaeal cohesion as top priority in all areas
is the main focus of cohesion-oriented policy. Eowmental and health related concerns are
also being handled as of significant importancea lcohesion based scenario diversification
plays an active role and opportunities for SMEgyrisim and residential functions are
promoted.

In this respect, it is not a coincidence that OECDO06) introduces a new rural
paradigm, which approach has a focus on placesrrétthn sectors and stresses investments
rather than subsidies. These key orientationsteedsult of at least three factors that have

great influence on rural policy making across OE€inntries (OECD 2006, p. 57-58.): (1)
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increased focus on amenities, (2) pressures tomeégriculture policy, (3) decentralisation
and trends in regional policy.

Besides the new rural paradigm, another changksasagpparent. As Ward and Brown
(2009) describes exogenous subsidy and suppoftl asdistributive approach, now when we
see the shift in thinking in regional policy, endogus assets and capacities have a more

dominant role as part of an investment-oriented@ggh.

4. Theory of endogenous development

The author of this article agrees with the genddah that while growth induces
guantitative change, development results in qualéa change. By social economy,
development is generally interpreted as economieldpment (Farkas 2002). However, it is
worth noting, as Lengyel (2012) does, that econod@eelopment encompasses economic
growth, because besides basic economic indicdt@advisible to take some other economic
features into account as well.

In relation to regional economic development, Clapahd Nijkamp (2011), besides
others, give the examples of healthy living envinemt, access to social facilities and high-
guality education.

When discussing regional economic development, sstimand co-authors (2011)
differentiate quantitative and qualitative attriesit The following factors are all of concern
while carrying out measurements and monitoring aiegi economic processes such as
changing wealth and income levels, employment &vgénerating creative capitals, social
and financial equity, or sustainable development.

Though this paper does not aim at discussing thgsuin detail, further measurements
in this field are definitely required.

Benko (1997) dates back the appearance of endogemevelopment to the end of the
1980’s though it is a fact that then he talked aladustrial and urban territories.

The tone of regional development theory and itsugobas shifted from exogenous

factors to a focus on endogenous factors duringéseé few decades (Stimson et al. 2001).
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Essentially, endogeneous development means a itegiellance on and the best
possible utilization of local resources and faieifit The question of endogeneous grévaiso
emerges in relation to the above mentioned concept.

Two major strands can be differentiated in the thed local endogeneous development
(Capello 2007, p. 184.): neo-Marshallian inquinattthas been dominating for years and
which views local growth as a result of externtdgihaving impact on the static efficiency of
firms; the neo-Schumpeterian literature that defidevelopment as resulting from the impact
of local externalities on the innovative capacityions.

Stimson and co-authors (2011) point out a furtheange in the focus of processes
towards the principles of sustainable developmeniegional development and planning in
the last two decades. According to this statentéetlatter strategies would aim at creating
favourable conditions for a region in order to m#kable to better utilize its local resources.
The primary focus of such attempts would be on gedeous processes that would de
designed to encourage collaborative advantage sadhes private, public and community
sectors.

In the present conditions of focusing on sustamal@velopment in regional economic
development strategy it becomes more and more dmpgbaoncentrate on taking advantage
of endogeneous factors while aiming at regionaiwtincand development.

With the help of Stimson et al.’s work (which preses Nijkamp et al.’s and Capello et
al.’s writings, too), and the application of thentegon model of success factors, sustainable
innovative development can be framed (Figure 1).

These elements of the model need to be mobilizedrder to enhance regional
development processes (Stimson et al. 2011, p110-1
1. The availability of productive capital (PC): thisrcesponds to neoclassical production

theory where output is determined by the traditiomeduction factors labour and

capital.
2. The presence of human capital (HC): this referhéoquality of labour input obtained
by means of education, training or new skills ggample, in ICTs) and may be seen as

a productivity- enhancing factor. Clearly a balahdeéstribution of human capital over

people is of great importance.

2 The principle of endogenous growth relies on lamadowments and capabilities of a certain regioenggel
2012). Reflecting on Romer’s classic work, Kengf@012) and Varga (2009) argues that in the castheof
above mentioned principle technological knowledge Buman capital are the two determining factors.
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3. The access to social capital (SC): this conditioomgrises interaction and
communication between people, socioeconomic bawtsal support systems, business
networks (formal and informal), relations basedroist, and so on.

4. The usage of creative capital (CC): this may ben s a great ability to cope with
challenges and new opportunities, and is reflectexhtrepreneurial spirit, new ways of
thinking and acting, trend- setting artistic exgiess, innovative foresights, and so
forth. Such a factor is often found in a multicudtiurban melting pot.

5. The existence of ecological capital (EC): this dood takes for granted that a
favourable quality of life, an ecologically benigondition in a city, presence of green
space and water, or an attractive living climater (xample, recreation and
entertainment possibilities) contribute signifidgnto the innovative and sustainable

potential of a region.

Figure 1A pentagon model of creative forces for sustainadigonal development

Source:Stimson et al. (2011, p. 10.)

As it is described in an ESPON (2011) paper, mdsthe theoretical literature on
intangible assets comes from the fields of regia@lelopment or entrepreneurship, and
mainly places emphasis on urban territories.

The document (ESPON 2011) mentions two attemptstwadapt these ideas in rural
policy context. The first one is the assets-bagguiaach to development (Braithewaite 2009),
the second one is an examination of Camagni’'s (R@08cept of “territorial capital” by

Courtney and co-authof2010). | summarise Braithwaite’s approach hereuyndaile | do
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not review the paper of Courtney et al., only mamtiheir opinion very briefly in the next
chapter.

Braithwaite (2009) uses a seven-element capitahdwaork which corresponds to
categorising assets (Table 1). The importanceisfapproch is that the framework includes

political and cultural capital, which are partialjamportant in a rural context.

Table 1The seven forms of sapital recognised by asseidbammmunity development

Capital Definition Examples in rural context

, , . : The liquid capital accessible to the rural
Financial capital plays an important role

Financial in the economy, enabling other types &opulatlon and business community,

capital to be owned and traded. and .th?‘t held by  community
organisations.

Fixed assets which facilitate thaBuildings, infrastructure and other fixed
Built livelihood or well-being of the assets, whether publically, community
community. or privately owned.

Landscape and any stock or flow of
energy and (renewable or non-renewablwater catchments, forests, minerals
Natural resources that produces goods and . - ' ’ '
. : . . (ﬁsh, wind, wildlife and farm stock.
services, (including tourism an

recreation).

. L Sectoral organisations, business
Features of social organisation such as . L .

.. fepresentative associations, social and
networks, norms of trust that facilitate

Social cooperation for mutual benefit. May havgports clubg, rellglous groups. Strength
" e . relates to intensity of interaction, not
bonding" or "bridging" functions. .
just numbers.
People's health, knowledge, skills an'é’ealth levels Ie_ss variable in an EU
A . : context. Education levels very much
motivation. Enhancing human capital can . —_— L
Human generatlonal. Tacit knowledge' is as

be achieved through health service

) . ihportant as formal education and
education and training.

training.

Perhaps indicated by festivals, or
Shared attitudes and mores, which shapeality of minority languages. Some
Cultural the way we view the world and what waspects - e.g. 'entrepreneurial culture' -
value. closely relate to human and social
capital.

Presence of, and engagement in, 'bottom

The ability of the community to influenceup Initiatives, the molst local part of
multi-level governance'. Relates to local

the distribution and use of resources. :
empowerment v. top-down policy,
globalisation.

Political

Source:ESPON (2011, p. 33.) based on Braithwaite (2009)

Braithwait (2009, p. 2.) describes the usefullrasthe framework as ,,.it can act as a
‘prompt’ to remind rural residents of the attribstef their area and of the potential they have

for developmetit
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5. Territorial capital

As Blakely (2001) explicates, the basic conceptradogeneous development — or using
local resources to achive better results — is stpgddy a theory according to which local
resources are considered to be primary factorghivaing or producing any outcome, let it
be tangible or intangible goods. Planning is alwhgsed on indigenous activities and/or
endogeneous develpoment, because the core of ptpasia policy science is the application
of principles that are crucial in relation to baftace and location.

When working with the framework of the numerousetyf capital we can talk about
the appearance of territorial capital as a spapakoach of endogeneous development. This
concept originally occured in so called ,policy”donents (OECD 2001, EC 2005). Thus it
has been formulated in the OECD (2001) documertt vegard to territorial capital that the
territorial dimension has a determining effect orofipability and competitiveness of
economic activities. However, a more scientific aoghisticated approch of the subject has
emerged recently which belongs to Camagni (2008920

Camagni (2008, 2009) has worked out a frameworkckhicorporates all tools that are
important in relation to regional development. Higproach provides the possibility of a
homogeneous, theoretical framework, which is sietalor describing present regional
processes, and also might be useful when makirgnpses.

In this perspective, according to definitive apmtoaerritorial capital itself is a set of
assets which determine a given territory’s charg€@amagni 2008).

When working with the Camagni territorial capitehrhework, it can be seen that the
components of territorial capital are examinedemts of two factors (Figure 2): degree of
materiality and rivalry. Private goods (such as fineed capital stock or pecuniary
externalities) are characterised by the highestededf rivarly and materiality. Human capital
has the highest degree of rivalry, but the degifemateriality is implicitly lower for this
dimension. Materiality and rivalry are both low fawcial capital, while public goods (such as
natural and cultural resources) is a dimension Wit materiality, but low rivalry degree.
Thus these goods that are positioned in the fourere of Camagni’s taxonomy table can be
treated as basic components of territorial capitido, they may be regarded as resources of
regional endogeneous development (Lengyel 2012idBs these four components, mixed
goods — club goods and impure public goods — makéamagni’'s taxonomy.
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Figure 2 Territorial capital

High rivalry | Private fixed capital stock Relational private services| Human capital:
(private goods operating on: - entrepreneurship
Pecuniary externalities | - external linkages for firms - creativity
(hard) - transfer of R&D results | - private know-how
Toll goods (excludable) | University spin-offs
Pecuniary externalities
R (soft)
. c i f
: (club goods)| Proprietary networks Cooperation networks: Relational capital
\Y - strategic alliances in R&D (associationism)
a Collective goods: and knowledge - cooperation
- landscape - p/p partnerships in - collective action
I - cultural heritage (private services and schemes capability
r ‘'ensembles’) - collective competencieg
Governance of land and
y (impure cultural resources
public goods) b h e
Resources: Agencies for R&D transfer| Social capital:
- natural Receptivity enhancing tools (civicness)
- cultural (punctual) Connectivity
Agglomeration and district| - institutions
economies - behavioural models,
(public goods)| Social overhead capital: values
- infrastructure - trust, reputation
Low rivalry a g d
Tangible goods Mixed goods Intangible goods
(hard) (hard+soft) (soft)

Materiality
Source:Camagni (2008, p. 38.)

As Toth describes (2010), what is unique abouitteial capital is that it highlights
difference between different geographical regiogisallowing people residing in a certain
territory to expect higher return for their invesimis. Success (return) of an investment is
highly dependant on the location (,genius loci”hieh means that return rates also vary by
region.

As we shall see, territorial capital with its apgeh and being structured in a framework
goes far beyond the traditional economic conceptimpplied both in the case of growth and
development measurements (Lengyel 2012).

In relation to its usefulness Capello and her dhvans (2009) state that territorial
capital and certain cognitive factors of it facte# economic interactions. It is capable of
enhancing the effect of certain factors on regiagrawth by increasing the efficiency of

personal interactions.
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When Camagni (2008) writes about the four extretasses, he summarizes them as
the ’traditional square’. The intermediate of theee-by-three matrix is called the 'innovative
cross’, because it has interesting and innovatiements which attention should be focused
upon.

Courtney and his co-authors (2010) analyse theviminge cross and as a critique they
examine the limited applicability of Camagni's mbd&hey mention that cultural and
political assets do not feature strongly in theneavork.

In terms of rural policy, Copus et al. (2011) wrdtieout the dominance of the left hand
side of the diagram (Figure 3) incorporating famaeistments or public infrastructure. They
make a suggestion to reinforce policy efforts ia tlase of the right hand side of the diagram,

by supporting 'softer’ forms of capital.

Figure 3Application of Camagni territorial tapital framevian a rural policy context

The innovative cross

avainns

Privata
Goods
= . Club/
o e !_g__lhmm Tenpss
B E Network Poblic
= Goods
Public
Goods

The traditional square

Source:Copus et al. (2011, p. 128.)

The innovative cross

Copus and co-authors (2011) give some examplehendtagram on the right side.
However, they add that selecting examples demdastrthat the clear distinctions of
Camagni framework is not easy to apply in the vealld. They also state that the use of the
,right side” components in practice will also béfidult for policy makers, though it does not
mean of course that the concept would not turntimegpart of policy discourse.

| agree with Copus and co-authors (2011) and | havenention the difficulty in
measuring the right side (innovative cross), whattthe same time, in my opinion, can be
suitable for significantly expanding the possikeht of a 'hard’ quantitative analysis. And by

doing so, it might provide a strong practical bdsisstatistical measurements in general.
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5. Conclusion

In my work | reviewed endogeneous development, angpecial approcach to it -
territorial capital -, through pointing out the tlxt notion’s expediency in terms of rural
territories.

First, | introduced certain procesess of Hungamaral territories after the regime
change. In connection with rural ares | also disedsnternational trends and the changes in
their functions affecting policies.

Endogeneous development relies on local resourtes aertain territory instead of
external intervention. The concept of sustainalelgianal development or even territorial
capital could be mentioned as a wide approachdtibject.

Territorial capital might be handled as a sort @ficept of endogeneous growth. In the
Camagni framework, territorial capital is deterntr®y the degree of materiality and rivalry
of different goods. Traditional and innovative campnts of Camagni’s concept together
could be suitable for making up a framework thatuldobe useful in carrying out
measurements in the long term. We shall see thatrer of critiques have been formulated
in connection with the concept. In my opinion, blesi their diverse quantifiability, traditional

and innovative elements can be adapted to rurdticiees, as well.
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2.The Possibilities in the Economic Development d¢ifie Local Governments

Endre Lendvay

The system of Hungarian local governments wentutjfitochanges several times. Municipalities
treated the changes of both the systems and thememental factors with flexibility. The key of the
adaptability is the local economic development. réfage it is a crucial question if the local
community can have an influence in this field and/ihat measure. In my opinion the local community
has effective tools, which should be used effigiernthe goal of the municipal acts is to adaptie
conditions of the different circumstances by chaggone or more environmental factors. The
PESTEL analysis covers the environmental influenéators. Because the Hungarian municipalities
have many different roles they also have manykiel-These can either strengthen or weaken each
other’s influences. As the first step of my resedranalyze relationship between the identifiedesol
and the required environmental factors by introdgcireal cases. The effects-pattern of the
combinations of the used tools is variable toaai be surveyed with the tool-effect matrix. Far th
moment it's only a qualitative sign, but the goalr@search to find indicators to each cell, row and
column which can quantitatively describe the statuthe system and its changes.

Keywords: adapting, environmental factors, PESTE&lgsis, municipal roles, tool-effects matrix

1. Introduction

The Hungarian local government system in few desadnt through multiple changes.
The settlements are handled the system and alsadivg environmental changes in a
flexible way. | have chosen this adaption facility my topic. After determination of the
basic goal of the economy development (indepenfiemh settlements) | examined for
environmental factors and the opportunity to grthavailable devices.

After that | analysed the group of devices’ effeots the environmental factors in
Hungarian examples. Built upon the result I'm gotoagsummarize the devices and their
effects in the effect of devices matrix. After i@amg the logical connection-system I'm going
to review the index-system, which is needed to beked out and make it applicable by more

research. Finally | review the application and otilesearch opportunities.

2. Literature review

The goal of the local economic politics is boostihg economy. But going through the

seemingly simple sentence some questions are coapndhe first is what “boosting the
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economy” means? The second is, if this goal idyéalitself or it would only be defined in a
wider correspondence?

In the related literature we can find a varied apph. Syrett (1995) separates boosting
the economy and the conception of the local ecormrmjtiative. The prior means the
general developing process and the latter is tatereoncerns. Eva G. Fekete’s (2005) thinks
about developing the country, which is defined hieifering with the way of the local
changes. According to Cecilia Mezei (2006), devielgjis an intervention to improve quality,
where the final goal is increase the populatioveng) standard. In my opinion the last
definition could be expanded with the followingetbevelopment’s final goal is not just to
increase the living standard, but in some casesistain, or just slowing down the decrease.
Bartik (1995) andCapkova (2005) prefer the increase of the livinghdéad, according to
them it could be acquired by developing concerrmsa@aating new jobs.

| prefer to interpret the previous approaches alfogr: the economy development
effecting the environment, and it’s final goalasitcrease the local living standards.

The next question is whether the local self-goveaniias the necessary devices to pull
substantive effect on the development of the lecanomy. In a simple way: are there any
local economy improvements or the improvement Ig arconsequence of a regional process.
As Gabor Péteri (1994) see it, the local governséoesn’'t have any vital influence on the
economical processes, despite of this they attdmphtervene. Farag6 (2004) judges the
options to intervene limited, and only approvedacso if the market malfunctions.

In the article, according to the previous | loolsaer for what devices has the local self
government, and how they use them to affect thenrenment on behalf of improving the

local development of economy and hereby offer ofypaty to an increased living standard.

3. Environmental factors effecting the local goverments

The local government’s work can’t confine oneselsimple economic representation,
but at the same time it can’t go without that. Té@al politics of economy’s goal is to keep
and improve the local quality of life, where keeapithe settlement’s traditions and values,
sustaining and if possible enlarging the high dyaif the settlement’s services are essential.
Among the always changing terms those settlememikl doe successful, which are able to
adapt to the environment. This adaptation is imftileg the environmental factors or the
effect of these factors to the settlements. Thera well-known analytic method from the

economical life, called PESTEL (Political, EconoaljcSocial, Technological, Economical,
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Legal) which helps traversing the environmentatdess The analysis gives a full picture of
the influential environmental factor, but usingait local governments is naturally slightly
different from the profit-oriented sector. The gystcould also be able to plan, and with its
help the wanted developmental states are moresetgalefined. The most important part of
the development is the local economy, and the gures how can the local community and
it's chosen leaders effect this area. In my opiniba local communities have effective
devices, and if they can use them correctly, serresults could be reached.
On the basis of my previous thoughts I'm goingummarize them as he following:
1. The aim of the local governments is to adapt toaheironmental terms by changing
one or more environmental factors.
The effective environmental factors are coverethigyrange of the PESTEL analysis.
3. The wanted economic developmental goal and thdtsesti the development could
exactly be identifiable by the PESTEL analysis.
4. Because of the diversified roles of the Hungariacal governments they are equally
able to enhance or weaken each other.
5. By using the devices systemically, the developrbgrihe previously fixed objectives is

available for the affected economy of the settleimen

4. Functions and devices

First of all let's survey the resources which cantéken into the local governments!
Because of the diversified roles of the Hungar@ral governments they consist of different
systems of devices which are equally able to erdhaneveaken each other. During my study
| found seven well separated factors. These arepthigical, proprietary, norm-maker,
magisterial, marketing, employing, communicatioleso Every function has different devices
that are why the connecting devices’ reach arewdifft. Let's see the several functions and
the available devices what belongs to them!

The first function is the politicalThe voters empower the corporation of deputy with
power to manage the local matters. This role is ii@st important, when the local
government prepares different strategies (IVS, etigmental strategies, fortune
management, education planning, etc.) which infteethe settlement’'s way of life. The
agreements with other settlements (twin-city agmes®s) partnerships contracts, leader-
community membership, EGTC institution - Europeanuping for Territorial Cooperation)
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are also belongs here. We can'’t forget about lotihywhich is an important part of the
economy development, and keeping in touch witHdbal communities.

The proprietorial rolenaturally follow the previous, handling the weatthcommunity
belongs to managing public matters. These kindstasks are managing the local
government’s properties, like maintenance and agvitle real estates.

The norm-maker function also can be deduced froenpihblic authority. The local
government can or in some case it has to creatsuresa With this right they can make
statutes about local taxes, keeping animals odimgjlacts, etc. This could directly affect the
local economy’s work and in an optimal case thewjno

Themagisterial functionsre also involving some kind of price-authoritiks water or
wastewater, heating and public-meal prices.

The local government is alsosapplierand aprocurer, so it can be an active partner on the
local field and a procurer, a supplier or a rival the locakoncerns

In most of the settlements, the biggestployeris the self-government, that's why it's
an active partner in the local labour market.

Last but not least, the local government isoanmunicator It also communicates with
the citizens and the guests and investors who nbiglat partner in the future.

Using the colligated reviewed system of devices itdluence the local economy’s
work. The different devices can weaken or fullyimegtiish each other if they were used
inconsequently. The first step in my research iartalyse with presenting concrete cases the
identified roles and the reached economic facttrs. going to demonstrate Hungarian
examples where the system of devices influenciggtteer.

We saw the using of outbound system of deviceshm fight of lobbies at the
underground 4 project in Budapest. The result ixedhi and affects nearly all the
environmental factors, as it comes true by simiteasons in some infrastructural
developments.

Civilians for Budakeszi's Development (CIBUFE) ardetter example farsing inside
political system of device® hold together the local intellectual fund. Dyithe years this
community made a development of settlement, what acaepted by all political factions by
the year of 2010. By a subsequent upon this docynie® organization of Buda-kornyeki
Naturpark had started, and the idea of Budakeserékkoztarsasag gets under way again. A
cooperation was also started by Ujfehérté 2 yegoswehich overarched the border (CBC -
Cross Border Community). The program not only comdbe local governments, but it also

build upon the cooperation with civilian organizats.



30 Endre Lendvay

For using thenorm-makerfunction a simple example is to dismiss some ldagées,
what brings significant boost in few smaller setténts (Komldska, Megyer). Several
businesses established premises to validate tlwvaalces. In many places the local
government took responsibility to refund taxes ipakarly. This “mini offshore” is rather
some kind of tax-market gap then a comprehensigaauic boost, but without doubt it's an
effective method to get more resources.

Another example for using settlement developmentices could be the taxing of
inbuilt, non agricultural parcel. This method udsdseveral settlements around Budapest is
boosting the effective economical usage by making investment into estates more
expensive. This way concern, which pay local tasedustrial tax, building tax, communal
tax), settle in and provide more workplaces. Bypghg the local taxes statutes this way could
improve the local economy. On the other hand | haveadd, the measure could backfire
among the condition of the economic crisis. In samases the local government could reduce
resources from owners without enough funds or fahen to realize. In further friendlier
environment this makes impossible for small and-se@d concerns to strengthen and invest
in a given settlement. For effective combinatiordefices Inarcs is a good example, where
the settlement’s government decided about the féigation (norm-maker function the
building of public services, and about selling lammdvned by local governmergrpprietorial
function to industrial and marketing purposes (market fiomg. Estimated lands were sold
with great profit, and settled concerns provided kbng term operation of the settlement.
Land and estate development following the PPP (@&blvate Partnership) design produced
similar results with mixed efficiency (swimming @i program, heating and electrical
infrastructure development). These programs in nsases worsen the balance (swimming
school program: Batonyterenye, Cegléd, heating:, ®adincbarcika). The bad results are not
the PPP’s fault, rather than unprofitable contraotg unbalanced profit sharing and risk
sharing on behalf of political pressure. That's whultiple settlements (Szob, Gyal,
Budakeszi) backed out from the construction. Ttegezonly more or less legal examples of
the usage ofmagisterial function where investments were discouraged by the local
government until a beneficial agreement for thédesaent born. In my opinion this system of
device is meant to be used to enforce the localsortea. These measures create also
commitments and rights, enforcing these rules predicalculable investment environment,
which boosts the inclination for investment in gdegtlement. Needles to explain fw@curer
function’s positive effect on the local economyspite of this assigning the local concerns

are expressly difficult. These reasons are conseguef the local economy’s limits of
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competitiveness: because of the size of a countige woncern’s economy is more
competitive than a local concern’s it can makedraiffers. Despite of this there are examples
of winning competitions by local concerns (SziksZid)ere are no obstacles in acquiring food
from local manufacturers.

The communicationfunction’s local economy boost effect is shown thjferent
settlement marketing solutions, which shows diffieiuccess. Positive examples are Simeg,
and “institution of Varkapitany” but in this cas&si more like a touristic catch than a
settlement marketing. In the vicinity of Simeg, Megis like a small traditional village,
which makes us remember to the blissful days, aitrg tourists to the formed holiday centre.
Modest success was the “Budakeszi Gyerekkodztarsashigh was a pioneer experiment at
the beginning. Despite it nearly devastated by gbétical fight around it, a few minor
successes emerged from it (Hungary’s only childkistmre works here with great success).
Szentendre’s trial as becoming the town of women wéailure because the lack of money
and will (for example wider parking places for wameas rather a marketing gag than a
settlement shaping power).

Recently more and more settlements realized thatptex and overall solutions to
develop the settlements economy are performingeibdtian single separated ideas. These
programs look further than the “Integralt Varosdsjitési Stratégia” (Integrated Settlement
Development Strategy), which was created by obbgatof measures. For example:
Nagyvazsony (Kinizsi program), Sillysap (Telepul&stékkézpont Rendszer), Ujfehért6
(Innovativ Foglalkoztatas Tamogatd Program), Budak€CIBUFE — Telepulési Minimum

Program).

5. The effect of devices matrix

As we could see in practise of the local economyelibgpment, obvious matching of
devices and area of effects are rare. The eventaaltonsciously evolved combination of
pattern of effect is various. The effect of devicestrix helps to review this (Table 1). Each
line of the matrix represents devices what beldodgbke local government’s functions, and we
can find the PESTEL analysis research area in tihenms. An “x” in a cell means that

through the selected line the government can afifectrea by its stock of devices.
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Table 1The pattern of effects of the local governmenystam of devices

Environmental factor o —
L2 (&) [
(effect) — c = o
< = 5
o ] = = —
= [ @ % — S ©
Local government S 3 3 £ g 3 iy
. . o w N C 5 L 3
function (device) -
Political X X X X X X
Norm-maker - X X X X X
Proprietorial - X - X X -
Magisterial - X - X X -
Procurer - X - - - -
Employer X X X - - -
Communicator X X X - - -

Source:author’'s own construction
Note *Founding of the system of indicators expressgdimbers.

After the qualitative analysis of correspondenbe, gurpose of the research is to define
indicator numbers to describe each line, column @il further how to define the system’s
actual and desired states and changes expressedniiyers. In the interests of define the
further direction of the research | examine therawies and possibilities of mathematical
modelling. During the work out of the system of ends each index has to be suited to the
system of conditions (SMART - Suitable, Measurabfgcesable, Realistic, Timely).
Accordingly, applied indicators have to be suitatiefeaturing the analysed attribute, and

also measurable and available. Used data havedotbal and substantive.

Table 2The sections of system of index (Contractionabke text)

Environmental factor 5
(effect) _ 2 £
< = o
Local governm S S SE .S
function (device = 3 2 ®SHh
o @ o &aaw
Political SZMpp SZMPG SZMPH ESMp
Norm-maker SZMNP SZMNG SZMNH ESMN
SZMgp SZMgg SZMgy ESM .
e ASM
Effect-specific indicator HSMp HSMg HSM_ !
(HS™M) ASMy

Source author’'s own construction
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Table 3The system of indexes of the settlement’s devetam

33

Type | Code | Description Note
Indicator what shows the economic power| of
ASM | M, Average salary per person [Ft/person] the population
M Government income/population count x | Index-number of the settlement’s
2 1000 [Ft/1000person] government’s economic power
M Number of the economical organization/ Index allude to economic activit
3 population count x 1000 [db/1000person] y
ESM | E Delegate corps (Kt.) numbers of resolutionsSearching the activity of the Kt., the
Pl and statutes/year [ps] viewpoint of the review is slightly relevant
Material +Developmental expenditures/ . .
Emt population count x 1000 [F/1000person] Index allude to procurer’s potential of
Material-Public works + Developmental . . .
Ev2 expenditure/ population data x 1000 L:IJ(;i(r:)rvev\(/)lr(l)(léscl())léiscorrected the applied
[Ft/2000person] P
E Number of clicks on the homepage/year/ Efficiency of e-communication
Kl population count x 1000 [ps/1000person] y
Number of newspaper circulation/year/ . . . .
Ex. population count x 1000 [ps/1000person] Intensity of the printed media using
HSM | H Local industrial tax’s income/ population | Index number of profitability of the local
Gl count x 1000 [Ft/1000person] economical organization
Hyy Tax-payer’s index
Number of place-hunters/employable
Hr, population x100 [%)] Employment data
Hll
Ho Selectively collected tight waste /all s. waste
Ol | x 100 [%)]
) Wastewater piped by a common-canal/ : .
Ho> Quantity of the supplied water x 100 [%)] Tensile the toxic
L . It could be interesting because of the
SZM | Spp; | Changing in the mayor’s support authority
Central supports + by means of the self- 5
Spo1 government obtained tender[Ft] Could show the lobby-power
Sem1 Number of the local civil organizations The locapplation allude to activity
S Infrastructural investments [F] The effect of the political will and willing
enforcement
Social expenditure allude by a local decisip .
S\TL Jall working expenditure[%6] Shows the resources of social goals
S, Number of the reviewed local statute/ all | Index indicator what shows the low creatign
1| local statute x 100 [%] and the flexibility of making lows
S Self-government’s GT’s own income/ GT'§ Producing income throughout bound
61 | all income x100 [%] services
S Investment of infrastructure-development | Infrastructural development money /1000
1| /population count x1000 [Ft/1000 person] | person
Sie: | HIPA income/HIPA assessment x 100 [%] Efficiencytled magisterial tax collecting
S Number of the general-employed / numbef Efficiency of informal and social
™ | of place-hunters x 100 [%] employment

Source:author's own construction

Applicable indicators can be grouped by their sieci
— Unspecific indicators (ASM): The characteristicstioé local economy’s condition or
changes. But neither the reasons nor the influeotctge changes can be identified by

the help of them.
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— Device-specific indicators (ESM): It shows the Fmdming changes to the given
arrangements. Influences can’t be identified pedgis

— Influence-specific indicators (HSM): Suitable inalior for analyzing complex
arrangement systems’ pattern of effects.

— Selective indicators (SZM): Indicator suitable toow individual arrangements and
how they affect changes in the area of effect. Thble 2. helps understanding the
system of indexes.

It would be desirable to provide a more completgesy for the selective indicators, in
which the researching of the ESM and HSM indicatargl combining them by using
appropriate mathematical formulas can help. Howelverink that it is not realistic and not
appropriate to develop a 100% specific indicat@tey.

In the third table (Table 3) I review the indicadrased on the criteria system above. In
the current workflow the enumeration cannot be detepor filtered, however it might be
good for to show the direction of the train of tgbti So far, the enumeration is similar to a
structured brainstorming.

In the future, the list will be expanded, then eaobated indicators will be checked
according to the SMART criteria system. Most of thdicators will be projected for 1000
people, in order of the comparability of the saetgmts. The impact of the economic

development could be demonstrated by the timessarialysis of the indicators.

6. Conclusion

In excuse of the shaped statement system the dovarnment’s device — effect matrix
was made, which can be capacitated for planningaaatl/sing. On the basis of the principled
index-number system, it is possible to work out aremparticular indicator table and by
means of those gauges and methods necessary dateadable. By the help of the indicator
system the efficiency of the economic developmeatdion becomes measurable, and the
effects of devices on each other can be researdiedplanning process can be supported by
modelling the changes and the departmental matix support several specialities (social
factors, tourism and hygiene) systematic developmen

Henceforth we have to detail the device systemeadtione layer down and improve the
index-number system. With the expanded index-nunslygstem’s help the synergistic and
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competitive effects of the different devices, ané device’s influence on the environment can
be presented.

We have to make the wrought system adapted to idumal service. In this role the
right device system has to be worked out for tres@ntation of the desired goal state and for
the prognosis for the wrought measure packagespeiive effects. Further on this model
can be qualified not just for developing economyt lbor supporting several factor’s
development.
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3. Knowledge-based Urban Development, as a New Déyament Paradigm

Imola Rittgasszer

A region's main goal is to provide its residentsthe factors needed to develop a high standard of
living. The level of life quality is affected by myafactors such as the quality of the environmtnd,
security, the quality of available services, thuspping the performance of a region is complex and
multifactorial process. These factors are summadriie the concept of knowledge-based urban
development (KBUD), which aims to increase theagi competitive edge, the attraction of highly
skilled human resources and investments, and stgper people of the region in reaching high
standard of living and welfare.

The primary purpose of this study is to review ttineoretical background of the knowledge-
based economy, and the detailed description ottmeept of KBUD in various aspects. The study
also summarizes and evaluates the most importaetnational benchmark examples related to the
application of this concept. Moreover, the studgmipts to map the dimensions of KBUD to achieve a
model that illustrates the concept of this concéfgtis model could provide an opportunity to
determine the main trend lines of concentrationcpsses detectable in our country.

Keywords: knowledge, concentration process, knayddshsed urban development

1. Introduction

Definition of the knowledge based economy and tlemalcation of the main
characteristics of it have been the major resetgic for economists since many years, as it
is important to understand the new social and emonphenomena of the XXI. century to get
the ability of quick and effective responding toanbing and transforming economical
processes. In our days researchers often use gspakssions as, “knowledge”, “information”,
“innovation”, “research and development”, “knowledgased society” to describe the
determining phenomena of the present age. Thesestare closely linked to the novel
economic model of XXI. century, that is called krledge-based economy. Experts observe
these decisive phenomena basically in technicahn@ogical, economic and social aspects
or they aim to find relationship between these simaeveal effects on each other.

! Present paper is supported by the European Umidrca-funded by the European Social Fund. Projget t
“Broadening the knowledge base and supporting timg lterm professional sustainability of the Redearc
University Centre of Excellence at the Universitfy Sreged by ensuring the rising generation of éentl
scientists.” Project number: TAMOP-4.2.2/B-10/1-2a1012
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The paper first reviews the main criteria of theowitedge-based economy, a new
economic model that was developed as a result eftsvdetermining our everyday life. It
then describes the knowledge-based urban develdporoept, which is a new development
paradigm is being applied, and seeks to test thtorpgance of complex areas. Then it
describes the concept of knowledge-based urbanlagewent, which is scored as a new
development paradigm that seeks to test the pediocenof complex areas. In addition to the
theoretical approach, the study presents a benghexample and evaluates the knowledge-
based urban development concept to the city ofikle/svhich can serve as a model for the

Hungarian regions.

2. Knowledge-based economy

Description of the knowledge-based economy mosity fee found in the disciplines of
economic policy or business. The first attemptdming exact definition can be found in an
OECD document published in 1996, titledhe Knowledge-Based Economy. Science,
Technology and Industry”that states knowledge-based economies are ,thosaomies
which are directly based on the production, distitn and use of knowledge and
information” (OECD 1996, p. 7..)

According to this definition those economies candmee a knowledge-based economy
in which manufacturing processes are based onrthguption, utilization and distribution of
information and knowledge. Based on Oslo OECD Mantuas defined as follows:
.knowledge-based economy is reflected in the tren@ECD economies towards growth in
high-technology investments, high-technology imtkst more highly-skilled labour and
associated productivity gains. Although knowledges long been an important factor in
economic growth, economists are now exploring wé&ysincorporate more directly
knowledge and technology in their theories and risodereflects the attempt to understand
the role of knowledge and technology in driving qarctivity and economic growth. In this
view, investments in research and development,atidncand training and new managerial
work structures are key(OECD 2005, p. 28.).

This definition expresses the presence of backgtquncesses affecting the economic
environment and the importance of interaction betweifferent economic sectors, which are

essential to achieve the common goal, the growth.
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According to the study of Yigitcanlar and Lonngviptblished in 2013 in the
knowledge-based economy the knowledge is the ketpifaof economic growth and social
development, furthermore it plays a crucial rolethe improvement of competitiveness of
companies and urban regions as well. Additionallgan be stated, that the competitive
advantages of urban areas arise not only from cheag@r and natural resources, but the
knowledge is beginning to come into foreground apexial resource. The better a region can
utilize its knowledge resource to develop new ambvative products, easier it can respond
to challenges result from the knowledge-based engr®igitcanlar — Lonngvist 2013).

Although a number of documents (DTI 1998, Kok 200&CD 2005, WB 2007) and
publications (Leadbeater 1999, Foray 2004, Leydds@006) deal with the description of
background processes of today's economy, uniforimitien has not been created yet. One
possible reason for this shortage may be that,omsgihaving different conditions and
competitiveness, should built their own knowledgesdxr economy in different ways, making
it impossible to formulate a standard definition &l countries and regions.

After summarization of definitions found in the rewed studies about knowledge-
based economy the following conclusions can be mEade term knowledge-based economy
arises from the realization of the significant imapaf knowledge and technology on
economic growth, where the most important key faofoeconomic growth and productivity
is the knowledge. Knowledge intensity and dynamewedopment of high technology are
essential for the knowledge-based economy, as d@ineydetermining factors of growth at
fields of wealth, performance and employment. Fartbharacteristic is the existence of
interaction between the various economic sectohsclwpromotes the spreading and more
integrated application of knowledge. The criterafncalling an economy “knowledge-based
economy” is not only the presence of knowledge abase of the economy, but the
knowledge-based society as well, as one cannotifumwithout the other.

The idea of knowledge-based economy can be foundeueral economics trends
(Lengyel 2008). The endogenous growth theory empéssthe outstanding role of
technology, knowledge, human resources and inmmvatnd analyzes the economic growth
by explicit modeling of technical development angiman resource accumulation (Lucas
1988, Romer 1990). The endogenous growth theomgiraxy to the neoclassical growth
model, handles knowledge, technical and technaddgievelopment and innovation not as an
exogenous factor, but as an endogenous, intergalegit (Carpenters — Varga 2000), through
which the economic growth is primarily describedl @&xplained. The theory emphasizes the

crucial role of human capital in growth, which, rexer, has to reach a critical level in order
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to generate growth. In addition, the rate of tedbgical development is determined by the
quality of the existing knowledge base and the d¢hnoef knowledge producing, creative
workforce. According to the model, the spatial aibn of knowledge and technology leads
to increase in productivity. The prominent rolekofowledge in economy is underlined by
Adam Smith as well in his theory about the benaditshe division of labor and specialized
knowledge (Smith 1992). In 1980 Schumpeter pubtisthe work"The Theory of Economic
Development”,in which he designated innovation the driving &rof the economy
(Schumpeter 1980). From all these it can be sti@idin today's knowledge-based economy
beyond the traditional factors of production, asure resources, capital and manpower, a
new factor of production, the knowledge also shoywsFurthermore, the conclusion can be
drawn that the mapping of knowledge-based econoynndicators cannot be accomplished
by the involvement of a few randomly selected iathcs, but a complex, multivariate

analysis should be applied in these studies.

3. Knowledge-based urban development

In recent decades the role of dominant cities esmed both in countries having
industrialized or newly industrializing economiése generation and utilization of knowledge
became increasingly localized (McCarnFaggio 2009). The predominance of service-
oriented activities and increasing rate of highlyakfied labor force is characteristic to
dominant cities. Basically, the development treofsities differ from each other, but a trend
emerges in which a number of cities orientate towahe knowledge-based rather than the
resource-driven fields of industries.

Yigitcanlar and Lonngvist (2013) agrees Asheim&awthat in recent years city regions
focus not on the development of business environinenthe environment that is necessary
for the highly qualified human resources. Theyrafieto create a living space that is able to
attract and retain talented people, creating thy#oal, synthetic and symbolic knowledge
base of the region in this way. Namely, the knogkbased development essentially
determines the growth path of a city. This raisesduestion of what type of improvements
are needed to make a city closely integrated irknavledge-based economy? What kind of
city development concept should a city apply ineortb create and improve a knowledge-
based economy? The concept model of knowledge-bad®th development may provide

answers to these questions.
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According to Knight (2008) the knowledge-based arblavelopment is such a social
learning process in which the knowledge capitalutgized in the development of a
sustainable urban region. Kunzmann (2008) chaiaetethe knowledge-based urban
development concept as a collaborative developfn@mework that provides guideline to the
public, private and academic sectors in the makefufuture development strategies that
attract and retain talent and investment, as weltoathe creation of knowledge-intensive
urban and regional policies (Kunzmann 2008).

Foremost Perry (2008) interpreted the knowledgedasrban development from
different perspectives, in which the knowledge #melrelevant territorial unit are taken into
consideration with different weight. When KBUD isfthed as a process, the knowledge is
set into the center and changes are evaluatedsalisr®f external influences. In case of
product-driven KBUD, similarly to a process-drivetne knowledge is in the focus and
territorial unit does not play a key role, it issa-called peripheral factor (Perry 2008).
However, in the third approach, that is also calkfuisition -guided one by Perry,
knowledge is just one factor in the developmentcess, which appears embedded to
economic, cultural and social processes. Accordin@erry (2008) combined use of these
three dimensions of KBUD may elicit proper, satisfay results.

According to Fernandez-Maldonado and Romein (2@di03ustainable KBUD the right
balance of the following factors should be presesbnomic quality that depends on the
formation of proper business climate that is regplito establish welfare. The second is
social-societal quality which is based on an opeth positive social environment. The third
dimension is environmental quality, and the lase a® the quality of organization. The
organizational quality depends on the coherencehef urban region and the effective
interaction between the main stakeholders that i@stnin factual initiatives and projects.

Yigitcanlar (2011) looks upon KBUD in the era ofetlglobal knowledge-based
economy as a novel development paradigm, whichn&@ to create economic prosperity,

social order, sustainable environment and apprepnrunicipal governance.

4. Practical application of knowledge-based urban eivelopment concept

The study of Fernandez-Maldonado and Romein titlElde role of organisational
capacity and knowledge-based development: the estron of Eindhoven"is an
extraordinary example for the practical applicatadrKBUD. From the study of Romein and

Fernandez-Maldonado (2010) we can come to know Eiradhoven has been an industrial
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city for more than 25 years, thus as an impactemfidlustrialisation processes the decline of
economy and society was detectable. However, ip#st few years Eindhoven has become
to be one of the leading technology headquartetleoNetherlands. This result is mainly due
to the recognition of the central role of the kneede and technology, and the
implementation of innovations based on these factdhe authors emphasized that the
solution of socio-spatial problems and the propggn®ir closer cooperation between public
and private sectors also contributed to the sucdes€indhoven KBUD concept such
enhancements and projects have been realizedntus the city attractive for the settlement
of highly qualified human resources and technology.

Similarly excellent benchmark example is the sttBgnchmarking knowledge-based
urban development performance: Results from thermational comparison of Helsinkljy
Yigitcanlar and Lonngvist. According to Yigitcanland Lonngvist (2013) in the focus of
KBUD is the economic, social and territorial (bdtie built and the natural environment)
development, as well as institutional developmetiat supports the realization of
improvement in the prior three areas. These foweld@ment perspectives form the

framework of the knowledge-based urban developrttegtire 1).

Figure 1 Conceptual framework of KBUD
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The economic developmepillar of KBUD is aimed to set the endogenous kleage
capital in the center of economic activities, beesaaccording to this concept knowledge is
not a supplementary, exogenous factor of developnhben a key resource. This perspective
efforts to create the optimal business environnaemt builds a knowledge-based economy
that achieves prosperity through strong macroecomand knowledge-based economic
ground.

The socio-culturalpillar aims to improve skills and knowledge of ttesidents towards
the personal and social development of the commuihis pillar seeks to develop a
knowledge-based society, with main characteristi€sstrong human and social capital,
acceptance of diversity and social equality.

The third pillar of KBUD is theenvironmental and urban (enviro-urbadgvelopment.
The aim of it is finding the harmony between preagon and improvement of built and
natural environment. It also aims to create a gtr&mowledge-cluster based development
path, that is environmentally friendly, high-quglitinique, and sustainable. The third pillar is
the dimension of sustainable urban developmentesation of quality of life.

The fourth, final pillar is thenstitutional developmeniThis aims to form a group of
local actors who - in cooperation with stakeholdedgetermine the common vision of future
and plan the strategy needed for the implementatfah Thus, the fourth pillar is about to
develop a knowledge-based governance, that canidgrothe effective institutional
background that is essential for design and impigat®n of the development.

As a result of coordinated development of the fdumensions an appropriate social,
environmental, institutional and economic climat#@l wevelop, that will create economic
prosperity, social equity, and environmental sustaility.

Yigitcanlar and Lonngvist (2013) applied the KBURakuation model for Helsinki. In
the past decade Helsinki has been one of the fagt@sing regions in Europe, which can be
attributed to several factors. Helsinki has higlalgy public services, outstanding primary
and secondary education, and lets space for inlmovahd knowledge creation. In addition,
high levels of local democracy and governance & aitteristic to the city, which is based on
a system of progressive taxation and universalat@iowances. In addition its society is
diverse, that indicates a high level of tolerarvdgitcanlar and Lénngvist examined not just
the region of Helsinki in their study, but extendetb a comparison with further cities, that
matched the following criteria (Yigitcanlar — Lonnst 2013):

— Top 20 position in the 2011 Global Competitiven@sport

— Top 20 position in the Global Innovation Index
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Shortlisted for or received a Most Admired Knowledgities Award

Table 1IKBUD/AM model structure and indicator descriptions

Data availability in English and comparability dktpolitical and governance systems

Indicator
categories Indicator sets Indicators Descriptions
Gross domestic product (GDP) per capita in USD
Gross domestic produgt purchasing power parities
Macro- Major international .
economic companies Number of global top 500 companies located
foundations i i
Fprelgn direct Ratio of international share in foreign direct invesnts
investment
Economic Urban competitivenesg  Global urban competitiveivadsx ranking
development Innovation economy International city ranking imavation economy
Research and Ratio of research and development expenditure in G
Knowledge development
economy Patent Cooperation Treaty patent applications per
foundations Patent applications | Million inhabitants
Ratio between professionals and managers and all
Knowledge worker poo| workers
Education investment| Ration between public spending on education and G
Human and Professional skill basel  Ratio of residents oveyda's with tertiary degree
social University reputation | World university rankings
capitals Ratio of access to fixed broadband subscribers per

Socio-cultural
development

Broadband access

capita

Cultural diversity

Ratio of people born abroad

Social tolerance

International country toleraramking

Diversity and

Socio-economic

Ratio between the elderly population and the working

)

Enviro-urban
development

independency dependency age
Unemployment level Ratio of unemployment
. Eco-city formation International city ranking incecit
Sustainable Sustaingble transport > ° 8
urban P Ratio of sustainable transport mode use for commuti

use

development

Environmental impact

CO2 emissions in metric toaisqapita

Urban form and density

Population density in persons per sgkm

Quality of life

International city ranking in qualiof life

Cost of living

International city ranking in codtliving

Qualgy |°f life Ratio between GPD per capita and median dwelling
and place . - .
P Housing affordability | price
Personal safety International city ranking in personal safety
Institutional Gover nment Level of government effectiveness
development Governance effectiveness
and Electronic governance| International city ranking in e-government
planning Strategic planning | Level of KBUD strategies in strategic regional aadal

development plans

City branding

International city ranking in city branding

Effective leadership

Level of institutional and managerial leadership in
overseeing KBUD

Leadership and

Strategic partnership

Level of triple-helix and PPPs and global netwogkin

and
support Level networking global
of institutional city ranking
agigé?gﬁgeiﬂa Community Level of institutional mechanisms for community
b engagement building
overseeing and public participation
KBUD public particip

Social cohesion and
equality

Level of income inequality in gini coefficient

Source:Yigitcanlar and Lonnqvist (2013, p. 6.)
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Based on these guidelines, the following citiesenstudied: Boston, San Francisco,
Birmingham, Manchester, Melbourne, Sydney, Torard Vancouver.

The evaluation was performed by the KBUD Assessnvimiel (KBUD / AM). The
KBUD / AM is an evaluation model based on indicatathat consists of 4 categories of
indicators, 8 indicator sets and 32 indicators (@ab). The four development pillars of
KBUD appear as the four main categories of indisatthe 32 indicators were selected
according to the relevant literature.

The authors point out that during the collectionl aelection of indicators they had to
face difficulties as few achievable, relevant amdiable indicators are available, thus
sometimes they needed "creative solutions".

In the first step of the analysis min-max normdlaa has been applied, then the
resulting values were used as weights for the samodel according to the following

eqguations:

T MEF; " KEF; I HSC;
IME:Z I: IEIF:Z—I: IHSL':Z I-'
i=1 n i=1 L i=1 i
™. DI; 1. SUD; L. QLP;
fDi': ?I: ISL'D:Z I: JQJ‘.F':EQ I

=1 i=1 e i=1 7

1. GP; I LS;
Dy
=1 n =1 L

where | corresponds to the indicator score and M&H;, HSC, DI, SUD, QLP, GP and LS
subscripts represent the indicator sets. After, ttiegt indicator domain scores are calculated
by the following equation:

%‘ ECUDEE}“ " SDL'DE!T:I
rhauf.i'l:r-' = / T.‘ :5:“:,_;.,._,[, — E T:
i=1 i1

— EnvDev; L. InsDe v,
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=1 L =1 L

where | corresponds to the indicator score and EgplBocDev, EnvDev and InsDev
subscripts represent the four development indiczdtegories (Yigitcanlar — Lonnqvist 2013).
As final step, this formula was used:

" KBUD;

lxsup = Z -

i=1

where | corresponds to the indicator score, KBUDresponds to the KBUD composite
indicator and KBUDi corresponds to each of the tgwment indicator category scores

(Yigitcanlar — Loénnqvist 2013).
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Nowdays, a wide range of theoretical and empirdgakement can be observed in that
relation human capital, research and developme&D{Rtechnological development and
innovation should be regarded as the key impactofacof complex productivity of
production and thus the economic growth.

As a result of the studies conducted in all the ftimensions the order of city-regions
has been outlined. Based on the examination oétbaomic development pillar, the authors
conclude that Helsinki is at the third place out tbé regions, which is due to the
research-development and the presence of the kdgerlsociety. However, Yigitcanlar and
Lonnqgvist points out that local actors should gmere attention to the development of
business climate, that would attract foreign ineestresulting the maintenance and
stimulation of local innovation processes. Helsiiskihe worst place regarding to the area of
socio-cultural development, which can be explaibgdelatively low university reputation
and a lower number of skilled migrants comparedh® other investigated urban regions
(Yigitcanlar — Lonngvist 2013).

The functional advantage of KBUD Assessment Modelysis is that the model can
map the strengths and weaknesses of a region fiidenetit aspects, which can serve as a
base for the set up of the practical design process

The strength of the study is the detailed desacnptof the required steps for the
practical application of KBUD Assessment Model axglores the potential difficulties in the
analysis as well. The authors point out that thesthumntroversial part of the analysis is
always the compilation of the involved set of iradars, as in many cases not all the necessary
relevant data are available for testing a modetaopromises should be accepted.

The adaptation of KBUD Assessment Model for Hurayarregions provides the
possibility of a novel knowledge-based region magpimethod, which may lead to

conclusions that reveal further development dioaifor the observed regions.

5. Conclusion

According to recent studies, human capital, reseasnod development (R&D),
technological development and innovation shoulddgarded as the key impact factors of
complex productivity of production and thus the mmmic growth. In today's economy, the
human resource has increasing central role in #veldpment of a country or a region. The
primary reason for this highlighted role is the thigegree transformation of advanced

societies to so-called knowledge-based econommesyhich the high education of human
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resources is considered as a crucial factor of @oan growth. However, apart from the
development of knowledge society it is necessargdeelop the economic, environmental
and governance areas as well. This multi-dimensidegelopment can be presented by the
knowledge-based urban development concept, theifmat relationships can be evaluated
by the KBUD Assessment Model. The study showed @karior practical application of the
model through the city of Helsinki. The set of icatiors used for the analysis provides a
suitable base for the investigation of Hungariagiaws, especially the suburban centers, that

will be the next step of this research.
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4. Teleworking Houses as Key Opportunities of Jobs&ers in the Less

Developed Regions of Hungary

Henrietta Finna - Fléra Foldi

The opportunities of employment in the countrysigdenowadays limited in the agriculture and in the
industries; however, the service sector may fostgral opportunities of employment in the urban and
rural areas as well. Non typical forms of employimench as teleworking, part time working, definite
period contracts, hiring out employees might besdor increasing the level of employment in the
disadvantaged regions. Also, distant or remote wgrks getting more usual at workplaces, as a
global trend, and another possible solution foryding employment opportunities in the countryside
is teleworking.

A teleworking center or teleworking house is a eelliipped office separated from the location
of the company and it is independent from the caryipaorganizational structure as well. The
employees perform the work and communicate withctimpany by using IT assets and electronic
channels.

The paper aims to answer the question whether telemg centers have a reason for being
based on the experiences with the existing telemgrkouses, evaluating the advantages and
disadvantages, and finally, whether establishing teleworking centers would be advantageous and
in which region they shall be established in.

The methodology includes analyzing the utilizateord future potential of the teleworking
houses; analyzing project plans of the teleworki@snand execution, preparing the SWOT analysis
and conducting individual interviews with projeetatlers of the telework houses and the Hungarian
Telework Association. The paper concludes on thapetitiveness of the teleworking centers and
makes recommendations whether establishing newdgténg houses could act as a tool of regional
development and for increasing the level of empémrim Hungary.

Keywords: unemployment, teleworking, teleworkingee regional development.

1. Introduction

Some of the regions of Hungary suffer from higrelesf unemployment, because in the
countryside there are limited opportunities of emgptent in the agriculture and in the
industries. However, the service sector offers tamithl employment possibilities in some
urban and rural areas as well. Therefore it is eédd explore new employment policy tools
that foster increasing the level of employment amé of these tools can be employing
teleworkers in teleworking centers. These centeasehpositive impact on regional

development: migration towards the capital and éiggities may slow down because
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inhabitants can be employed locally; and theseeteran attract new employers that results
in money flowing into the region that fosters fuatllevelopment (Forgacs 2011).

Currently there are two teleworking centers in Hamygn Orkény and Nagykos, both
of them are located in Central Hungary. The Huragaiielework Association introduced the
National Teleworking Center Program in order toilfate establishing 3-4 teleworking
centers in every region of Hungary, therefore i igalid question whether new centers shall
be opened and in which regions. This paper dissutsecurrent challenges of employment in
Hungary, teleworking as one of the potential sohsi the history, advantages and
disadvantages of the teleworking centers, and a&lgsion whether new centers shall be

established.

2. Methodology and hypotheses

Methodology primarily focuses on reviewing and gmalg secondary sources, for
example databases of the Hungarian Central StatisDffice, Labor Market Intervention
Center of Budapest and market researches condbgtéjosos and Bellresearch. Moreover,
secondary information was used, for instance thernal feasibility documents and project
documents of the Hungarian Telework Associationy ah course, relevant papers of the
topic. Secondary data and information have beemplsaogented with primary research, i.e.
analyzing information derived from the secondamyrses and conducting interviews with the
representatives of the Hungarian Telework Assammatand the teleworking center in
Nagykoroés). A SWOT analysis is presented, and requiresnarit establishing a new
teleworking center are also reviewed.

By exploring the experiences and utilization of tbenters, we hypothesized that
opening new teleworking centers would be reasonablthe underdeveloped regions of

Hungary.

3. Challenges of employment in Hungary

Compared to the EU countries, the number of uneyepland economically inactive
people is very high in Hungary, more than 40% ef pleople in working age (15-64 years),
according to Hungarian Central Statistical OfficelCSO 2013a). The (registered)
unemployment rate exceeded 11% in Hungary for #reo@ of December 2012 — February
2013 (HCSO 2013b). Moreover, 45.6% of unemployeabfeehave been looking for a job at
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least for a year. The monthly average percentagegistered jobseekers compared to the
economically active population in Hungary was 12i6%92012. It was the highest in Northern
Hungary region (21.2%), followed by the Northerre@rPlain (21.0%), while it was 16.4%
in Southern Transdanubia (National Employment $ervi2013). Figure 1 shows the
unemployment rate in these NUTS-2 regfoinsm 2008 to 2012.

Figure 1Unemployment rate in NUTS-2 regions with the hgghenemployment from 2008

to 2012
25,0% 2 0%
20,9%00 294 21,5%90,9% 21,5042:0% 21,2%21,0%
20,0%
17,8%17,5% 8% 17.1% 16,6% 16.4%
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10,0%

5,0% -
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2008 2009 2010 2011 2012
B Northern Hungary Northern Great Plain B Southern Transdanubia

Source:author’s own construction based on National Emmiegt Service (2013)

4. Active employment policy tools and teleworking

Based on the above, there is a vital need for asong employment all over Hungary,
but especially in the regions with unfavorable poss. Active employment policy tools are
used with the purpose of reducing unemploymentsé&teols include for example fostering
training and education, supporting activities thalp improving the level of employment and
those that endeavor keeping existing workplacedilhosupport, labor market services and
subsidizing communal workers. Active employmentigotools also include fostering non-
typical employment forms. Typical or regular emptwnt forms usually mean full time
employment with indefinite contract and regular king hours (eight working hours per day,
five days per week, fixed workplace etc.). Non-tgbiforms (i.e. fixed-term employment
contracts, part time jobs, tasks performed on dractual basis, teleworking) are different in
some aspects, — in these types of employment thditams of work (work time, work

schedules, workplace) are agreed among the pditlés 2011a). In the international

1 The NUTS classification (Nomenclature of terrirunits for statistics) is a hierarchical systandividing
up the economic territory of the EU. NUTS-2 incladbe basic regions for the application of regigraicies”
(EC 2013).
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Telework Enhancement Act of 2010, telework is dediras “a work flexibility arrangement

under which an employee performs the duties angoresbilities of such employee's

position, and other authorized activities, fromagproved worksite other than the location

from which the employee would otherwise work andspthe results of work with help of
electronic tools (via email) to the employer” (Fablaw 111-292. 5 USC 101, 2010). In
Hungary, teleworking has an additional legal regmuient: it can be performed only in

employment, and it has to be reflected in the egtpnt contract as well (Hungarian Labor
Code 2013). According to the Hungarian Telework o&sstion (2011a) the types of

teleworking can be:

— according to the place of work: home office (workifrom home at least once per

month), mobile teleworking (the place of work chas@ccording to the tasks, i.e. in

case of sales persons), performing work from avieiking center,

- according to the frequency of teleworking: occasldoase by case for some tasks, i.e.

reporting), partial teleworking (pre-defined as 2days per week), continuous.

International studies consider at leastl day/méetiiluency as teleworking.

Table 1 shows the number of recommended new tekemgpjobs that were to be created in

2005-2010, based on the reports about the winnenpanies by the Labor Market

Intervention Center of Budap@st

Table 1Number of offered new teleworking jobs at the vanonompanies by NUTS-2 regions

NUTS-2 regions 2005 2006 2007 2008 2009 2010 Total
Central Hungary 473 266 333 447 550 336 2405
Central Transdanubia 37 9 12 9 4 26 97
Northern Great Plain 140 141 196 64 47 41 629
Northern Hungary 72 56 60 58 38 28 312
Southern Great Plain 25 192 146 19 36 24 442
Southern Transdanubia 8 41 4 1 22 24 100
Western Transdanubia 14 10 23 2 4 54 107
N/A 3 0 5 0 0 0 8
Total 772 715 779 600 701 533 4100

Source:author’s own construction based on Labor Markegrirention Center of Budapest (n.d.)

2 Between 2002 and 2010, the Labor Market IntereentCenter of Budapest (Budapesti Munkipéaci
Intervenciés Kdzpont) was operating a TeleworkimggPam Office that aimed to promote teleworking #nd
was participating in elaborating tenders and evalgaapplications. The organization was keepingtacnwith
companies, non-governmental organizations (NGOshicipal governments and chambers.
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Most of the winners are from Central Hungary (240s) and Northern Great Plain
(629 jobs). Although the unemployment rate is mistdly the highest in Northern Hungary,
winner companies from this NUTS-2 region had theasjunity to establish only 312 new
jobs within 6 years.

These numbers suggest that teleworking has beeadmcross Hungary, however,
studies show that number of teleworkers is stithyMew (3% according to Ipsos 2012a) and
focus was not on the right regions. The Hungarialework Association (HTA 2011. p. 29.)
has argued that teleworking is not (or not suppdsele) an instrument of social policy,
however, teleworking can target some the followgngups:

— employees living in an isolated location and camamhmute to work on a daily basis,

—  employees having a special knowledge or competdratean be leveraged remotely as
well (i.e. IT knowledge for programming, softwarevelopment),

- employees with proper self-discipline and work etht therefore fresh graduates and

people being unemployed for a long period of timerat recommended targets.

Teleworking might provide solution for some of thbove cases, but it cannot be the
only one tool for resolving employment difficultie$ these groups. According to the study of
Bellresearch (2010), those companies are moreylikelmplement teleworking successfully

that have already had the knowledge and experisitbenon-typical work assignments.

5. Teleworking centers as tools of regional develagent

Based on the research conducted by Ipsos (201XbRénters News with 11,383
teleworkers from 24 countries, emerging marketd(M East and Africa, Latin America and
Asia-Pacific) have a leading role in teleworkindneTpoll shows a very low (3%) penetration
rate of teleworking in Hungary (European averag8%s (Ipsos 2011a). Despite of the lack
of opportunities, 37% of Hungarian employees woajat for trying teleworking (Ipsos
2011a). On the other hand, Hungarian employersaese from this new model, most likely
because they believe that their activities, toold aquipments, availability of information do
not make the job suitable for teleworking (Bellr@s# 2010). Some of these concerns can be
resolved by the teleworking centers (i.e. offertogls and equipments), while some others
have to be looked at with a new approach.

A teleworking center or teleworking house is a vegjlipped office separated from the

location of the company and can be accessed onlihdyeleworkers. The (permanent or
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temporary) employees perform work and communicatke the company by using IT assets
and electronic channels. Jobs being accomplisted & teleworking center usually include
white collar roles, for example administrator (i.ecording data, digitizing), market
researcher, call center roles, webpage designér sbftware developer, translator or direct
marketing specialist. A teleworking center may fiimt as an external site (for business
continuity plans), as a satellite office or asaning site as well. The teleworking center is
usually operated by a third party, i.e. municipalvggnment or NGO (HTA 2011a).
Infrastructure set-up can accommodate the neetie @ompany.

The first teleworking center in Hungary was operiedOctober, 2007 in Orkény,
Central Hungary NUTS-2 region (Pest County). In 208 National Teleworking Center
Program that aimed to open 3-4 teleworking housesgmions had been introduced (Forgacs
2010). The Program had been successful in a teralied “Joint development of telework
infrastructure for the establishment of cross-bordgportunities of corporate telework”.
Within the confines of this project, two additiotaleworking centers were established in the
end of 2011: one in Nag@kds’in Central Hungary NUTS-2 region (Pest County), and in
Szgyén, SlovakiaA The Hungarian Telework Association has selected arained
approximately 300 individuals for being able to wdrom the teleworking centers. Table 2

shows the most important characteristics of thesetéleworking houses.

Table 2The main characteristics of teleworking houseSikény and Nagykos

Orkény Nagykéros

Opened at October 2007 December 2011
Location 50 km from Budapest, 40 km from 90 km from Budapest, 15 km from

Kecskemét Cegléd and Kecskemét
Owner of the Municipality Government Bacs-Kiskun County’s
property of Orkény Association of Job Seekers
Number of 15 workstations in 4 premises,
workstations and 22 workstations in 4 premises 1 meeting room plus civic center and
additional functions labor advisory office.

Source:author’s own construction based on HTA (n.d.a.)

One of the biggest advantages of teleworking censethat they are able to increase the
employment rate without establishing industrial tees or significant investments into
transportation and properties. According to Forg§e611), if a region realizes this

opportunity and creates proper environment for camgs for leveraging teleworking, then

® The project was part of the Program under the jiean Territorial Cooperation Objective, co-fundeditibe
European Regional Development Fund (ERDF)
* This paper focuses on the teleworking centerstindary, in Orkény and Nag§tos.
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the money flowing into the region leads to econogrimwth (push-effect). This process can
be driven centrally as well, by defining the cestef growth and developing them

consciously (pull-effect).

6. Evaluating of teleworking centers in Hungary

Based on the experiences of teleworking centersrain, we prepared a SWOT
analysis to point out the opportunities for develgpsome new houses in unfavorable regions
(HTA n.d.a, HTA n.d.b, HTA 2011, Ipsos 2012a, Fag2011, Forgacs 2013, Duxbury et al.
1998, Paprika 2013, Tayler Kavanaugh 2005, Toth 2013). Figure 2 shows thensamy of
the SWOT analysis.

Strengths:

—  Central location that is easy to be reached byethployer and the teleworkers as well;
close to the capital or bigger cities and highercagional institutions.

—  Teleworking centers use existing resources, i.fastructure (buildings, roads and
internet) and network of supporting organizationd BIGOs.

—  They have also social impacts since they are aendity (reduced travelling causes less
use of energy) and reduce healthcare costs. Cgmavile perspective to employees,
develop them and strengthen community (teleworkars spend more time with their
families and community instead of commuting).

—  Teleworking has a positive impact on being moreaive and efficient (by focusing on
performance and empowering employees), it reduae® velated stress and attrition,
increases work-life balance, job satisfaction anyalty.

- Teleworking centers foster the employment of diedbpeopld unemployed or
underprivileged people (i.e. employees over thedgkb) — it improves the equality of
employees, results in cost savirmmd regional differences can be reduced.

- Immediate availability: teleworking centers proviéenployers with fully equipped
office (PCs, hardwares and softwares, video contereoom, IP-based phone center).

® For example the teleworking center in Nagps is accessible by employees with disability a#i end there
are available disabled employees in the region.
® j.e. on the rehabilitation contribution
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Employers can select potential employees from dmerdatabase of selected and
trained candidates or use their own recruitment ambkction processes to hire
teleworkers. This initiative is also cost efficidat the companies.

ISO-certified information security management systbas been implemented in
teleworking centers. Special attention is paid atagrivacy and data management.
Teleworking software supports employers in orgagzand supervising tasks of the
teleworkers and evaluating their performance.

Professional support is provided by the experthefHungarian Telework Association
(HTA) and other NGOs.

Figure 2SWOT analysis of teleworking centers in Hungary

K Central location \ f Lack of information,

Use of existing resources advertisements and general
Positive impacts for employees, communication

employers and society e Lack of contact with potential
Foster the employment of employers

underprivileged people * Low level of utilization

Available immediately
Online database

ISO-certified systems
Teleworking software

Professional suppor / k /

Cross-country cooperation \ f- 3% penetration rate in Hungary\

Sub-regional cooperation * Employers need governmental
Lower wages and rent fees - cost support or free service
saving * Supporting new workplaces not
IT and communication teleworking centers
technology development * Ownership for managing
Alternative utilization teleworking centers

» Potential fears of teleworkers

k / k and their direct managers /

Source:author's own construction based on HTA (n.d.a), HiA.b) HTA (2011), Ipsos
(2012a), Forgéacs (2011), Forgéacs (2013), Duxbudytas co-authors (1998), Paprika
(2013), Taylor- Kavanaugh (2005), Téth (2013)

Weaknesses:

Information about the teleworking centers is notdely communicated: on the central
webpage (www.working-centers.eu) the latest newsram 2011; teleworking centers
are not promoted on the website of all municipajityernments.

Continuous and intense communication and contaitt thie potential employers was

planned but is not in place or can be further gjifeened.
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—  The current level of utilization of the teleworkirognters is low. In 2007-2008, the
center in Orkény was utilized almost fully (for kcaénter and telemarketing jobs), but
later on this opportunity was ceased and since tinene is lack of interest. In
Nagykoros, the teleworking center was opened in Deceniifdr], but the project was
fully completed (i.e. preparing marketing mateniasly in the end of 2012. Therefore

this teleworking house has not yet been utilizeallat

Opportunities:

—  Cross-country cooperation between Slovakia and Hryngsharing best practices,
developing new and innovative methods togetheglinng regional stakeholders.

- The cities of teleworking centers are members bfregions therefore more potential
employers and teleworkers can be reached.

-  Wages and rent fees are 20-40% lower in otherscitian in the capital, therefore
employers can save costs immediately by using telang centers.

- IT and communication technology developments angi@ge create new opportunities
for the centers as teleworking jobs are based isrt¢ébhnology.

—  Alternative utilization of teleworking centers cttke place (trainings, meetings, project

offices, substituting offices for business contigyalans).

Threats:

—  Teleworking is not widely spread (3%) across Huggand Hungarians prefer well-
known, good practices compared to new situationis igh risk.

- Without reducing the service fees of the telewagkaenter or without governmental
support employers are unable to employ teleworkers.

—  Governmental initiatives and tenders (i.e. GOP-2B8R21/B) aim to support creating
new workplaces, not leveraging existing teleworkaegters. Teleworking as a way of
organizing work assumes trust between the emplaryerthe employer. If a company is
encouraged to establish new workplaces as a tekavgojob, the employer has to hire
new employees where the trust has to be establigisednd it is even more difficult in
a teleworking environment.

- Questions regarding ownership appeared: in the Intue local organization is
responsible for managing (i.e. attracting employ@ducating potential teleworkers
about teleworking) the center, however, Hungariaglework Association has the

necessary expertise not the locals, but the Associhas no capacity for it.
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—  Some of the teleworkers might be afraid of the s@uation, i.e. because they might get
isolated; there is less feedback on their perfoaaless chance for getting promoted.
They have fewer opportunities to participate innirggs; and their colleagues also
might be ungrateful. These fears are mainly causedack of information and no
experience with teleworking.

- Some of the employers (direct people managers) tnfagle new challenges as well:
they might lose their power, influence and impoc&ror they might feel that their
managerial skills (i.e. communication, leadershiyges etc.) are outdated. These fears

are also mainly caused by lack of information agw &€xperiences with teleworking.

A study was conducted in March, 2011 with 37 indldals and 45 companies within the
framework of the HUSK/0901/1.1.1/0140 tendévat was supported by the European Union.
This study was designed to measure the succedseafetleworking center in Orkény and
collect recommendations for further improvement dodthe new centers to be opened
(Carurbis Kft. 2011). Key conclusions of the stwtg shown in Table 3.

Most of the teleworkers were employed for 3-6 mentmly (temporary solution),
neither them, nor the employers consider it asng kerm option. Some of the companies’
expectations have been met in the meantime, ieating a database of trained and selected
employees, preparing a cost calculator, offeringlitaxhal services. Companies also
emphasized the importance of corporate social respitity (CSR); it can be one of the
unique selling points of teleworking centers in tharketing and communication plan that is
still to be created.

The teleworking center in Nag§ios had been opened in the end of 2011; howewer, th
project was just fully implemented in the end ofl20Therefore, as explained by Istvan Toth
(president of Bacs-Kiskun County’s Association db Beekerspnd by Tamas Forgacsrépident
of the Hungarian Telework Associatiorhe teleworking center in Nagyos is not utilized at

all at the moment, as the promotion has to be gtinemed.

" “Joint development of telework infrastructure fbe establishment of cross-border opportunitiesasporate
telework”
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Table 3Key conclusions of the study about the teleworldagter in Orkény, 2011

Feedback from teleworkers Feedback from companies

and potential employees
Improved work-life effectiveness, shorteDelivering tasks in a fast and cqst
commuting time and saving moneyefficient way; CSR approach; suitable for
working more effectively call center support, digitizing, market
research, etc.
Disadvantages of | Teleworkers are mainly from Orkény |-Teleworking center does not have enough
teleworking and the center cannot involve employees fromeferences.
the center the subregions

Advantages of
teleworking and
the center

Need for additional support (i.e. wage
subsidy) from the government to leverdage
teleworking.
| Database of trained and selected
" employees to be created.

Further developing the IT infrastructuré
(to avoid frequent technical problems

Recommendations, . New services, i.e. temporary or

. with the computers). ) . )

ideas, needs permanent offices, online library,
trainings, presentations, organizing
events.

SMES could also be target of the centers.
Awareness building, additional marketing and PR ivdgs, communicating
advantages by presenting real life examples aralilzdions of potential cost savings
Source:author’'s own construction based on Carurbis Kf91()

To sum it up, currently the two teleworking centefsHungary are not sufficiently
utilized, well-known and most of the companies b@mvaf implementing this new way of

organizing work.

7. Establishing new teleworking centers

The outcome of the above presented SWOT analy$is, d¢onclusions and
recommendations of the study conducted in Orkény the feedback from Naggkos all
have to be taken into account when opening a né&awdeking center. Furthermore other
important components influence this decision toccdkding to Forgacs (2011), hard and soft
location factors can be identified.

Hard location factors are for example transportattaxes, subsidization, labor market;
soft factors include economic environment and asinips, higher education, social
infrastructure and human factors. Some of theser@iof establishing new teleworking

centers are summarized in Table 4.

8 Small and Medium Enterprises
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Table 4Hard and soft criteria of establishing teleworkoemters

Hard criteria Soft criteria

Costs of establishment and maintenance (iducational background of candidates, availabdity

teleworking center coordinator, overhead expenseshigher educational institutes

Available property that can be used for this puepos Openness, willingness and ability to gain newsski

Costs of the employers (service fee, lower wages, least user level IT knowledge (or even higher [fo

local taxes and contributions) IT-relates jobs, i.e. software developer)

Employment and unemployment Languages spoken

Governmental strategy and support, tenders

Availability of IT and communication technologies

Location (closer to bigger cities) and transpootati

Logistics

Source:author’s own construction based on Forgacs (2011)

According to Bagley and his co-authors (1994), ¢htsleworking centers have the
biggest potential to develop that are in the rarahs and that are used by only one employer;
however, centers with more employers are more \likel survive, because they are not
dependent on the success of only one company.

Although the National Teleworking Center Programmed to open 3-4 teleworking
centers per regions (Forgacs 2010), consideringehlity of the existing centers, opening
further ones is not recommended at the momentddstfocusing on awareness building for
both potential teleworkers and employers, promotjgartnering with companies, studying

potential barriers and eliminating them would beised.

8. Conclusion

Teleworking can be a useful tool for increasingeleef employment in Hungary.
Several actions have been in place for fosterihgwiaking, for examples wage subsidy
provided for companies, tenders of the Labor Mahitgrvention Center of Budapest, but all
of them subsidized Central Hungary the most, whitathern Hungary and the Northern
Great Plain have the biggest problems with unemmp&nt. Also, the existing teleworking
centers are located in Central Hungary, the mosteldped region with the lowest
unemployment rate, while there are no centers Inerotegions. Therefore it seems to be
logical to establish teleworking centers in Northeétungary and the Northern Great Plain as

well, and later on in other regions of Hungary tblowever, the very low current utilization,
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misconstrued tenders (where the focus is on Cehtualgary and tenders aim to support
creating new workplaces, not transforming jobs teteworking), employers’ and employees’
lack of knowledge and resistance against new methaakes it questionable. This also led to
the rejection of the hypothesis, which means tetdldishing new teleworking centers is not
recommended, instead, it is advised to subsidieeutilization of the existing teleworking
centers, supporting education on advantages ofvéeking, sharing best practices and
building partnerships among teleworking centers antployers. Exploring these factors
raises new research questions that can be answgrédther studies. In our opinion, new
centers could be opened when the position of tlistieg ones has been stabilized and the

hard and soft factors have been justified in theeudeveloped regions.
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5. The Economic Program of De-growth and a Possible @aection with
Capability Approach

Judit Dombi

The program of de-growth which mainly belongs tmg&d.atouche strengthened in the recent years
as an alternative answer to our global economigiaoand environmental problems. The agents of
the theory highlight that everybody on Earth, esdfcthe North — USA, Europe, etc. — should
reconsider their values to be followed and revidhiree problems caused by continuous growth. Lists
of social and environmental reasons — like growpogerty and the nature’s finite carrying capacity —
show that this growing pace cannot be sustained.

This alternative suggests that the ‘developed waithduld decrease its ecological footprint
and focus on real well-being and justice. We wonkli @onsume too much and it seems that our
happiness does not mainly depend on these fast#sshould look batklearn from former societies
to be able to honour nature and each other toot&ely it would not mean the level of ascetics but
society itself should determine what should beedaéinough. At this point the role of local level is
getting valorized.

Amartya Sen’s capability approach shows similasitigith the program of de-growth. They
both concentrate on serious moral questions anehgit to redefine well-being. Hence it is worth to
compare the two theories, and show some pointseathey might learn from each other.

Keywords: de-growth, capability approach, well-lgeiprotection of environment

1. Introduction

Nowadays we can hear from many sources that we hawe and more serious
environmental and social problems on our planeta&nswer, an alternative direction — the
program of de-growth — appeared, that the contiaugnowth is not desirable. | introduce
environmental and social reasons why it is necgdsastop growth, then shortly reasons why
the mainstream still would like to grow. As anothe&xy, | highlight the main points of the de-
growth program and make an attempt to find a ptssibnnection with Amartya Sen’s

capability approach.
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2. Why is it necessary to stop growth?

We — economists — study and teach that a givenitgcts worth to do if its gained
incomings are bigger than its costs and expendiius® — as Serge Latouche (2011) and
Herman Daly (2005) say — why is it not so obviohnattif this kind of basic thesis has not
been true on global level for several decades, veeilld stop growth? In microeconomics a
given activity is optimal in case marginal revensieequal to marginal cost. Then it is not
worth to do it additionally. When analyses switohtacroeconomics these notions disappear
and none speaks about optimal quantities, costbamefits, and ‘when to stop’-rules.

Western civilization has a lot of unsolved probleamsl nowadays’ ongoing recession
just reinforces this statement. One part of theldvisr eating too much which causes various
diseases, while the other part is starving. Oné paduces consciously a huge amount of
various kind of garbage while the other — deferssele part gets it. Latouche (2011) asks
guestions like: Where did we — ‘civilized peopleteme from and where do we go, what is
our goal? We have been living on credit: if evepon Earth lived an American lifestyle
we would need six planets. Do we really think tlvatcan grow endlessly in a finite world?

For thousands of years people were fighting agdhestnature’s forces. In the recent
centuries — especially in the recent decades eeingd that humanity won more and more
battle. Today we know that this aim hides inside destruction of the environment and we
are part of the environment, not outsiders. We hmgee and more power and we show more
and more irresponsibility to destroy ourselvestii@nmore Hankiss Elemér (1997) draws our
attention that surprisingly we usually destroy eaciety which we created for our own safe,
and allow ourselves poverty, brutality and fear.atVbhould happen that we really consider
our problems?

We have to repose the discussion onto new basessht@d make the difference
between objectives and methods, and identify tabpeblem. Latouche (2011) declares that
growth is already not sustainable. What we prodaeg consume cannot be more than the
biosphere’s supporting capability. Developing nesehhologies and production methods
follow the same logic as before; that ‘growth isidable’. Probably this is not a good method
and the aim is wrong. As a consequence, we havediaece our wasteful consumption. 80%
of the products on the market go to the dustbierafhly one use which creates an annual 760
kg of household waste per person in the USA onlyileM0 kg paper based advertisement
goes into the post-boxes. Currently developed cmmproduce all together 4 billion tons

rubbish per year.
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Wolfgang Sachs (2005) has a good example to denad@ghe problem. In modern
cities, down in the metro stations there are adieg posters. As we recognized the paper-
waste, new — so called environmentally friendlyeehinologies arrived, and by now we can
see the advertisements mostly on monitors in videm: Thus we have the solution for the
paper-problem. The discourse about developmeneeplg full of western convictions like
progress, growth or consumption but these mighthleeproblem itself and they distract the
attention from our relationship with environment.

In 1949 Harry Truman was the first who charactetitee poor countries, the Third
World as under-developed territory despite of ladlit diversity. He explained the leading role
of the North — especially the USA — as everybodyamg in the same direction. In this sense
the South became a competitor, and the North foticeoh into a treadwheel no matter that
their intellectuality, culture and tradition aresjuhe opposite. Contrary to all expectations by
the 2F' century, after fifty years this divide is just gee (Sachs 2005).

Latouche (2011) emphasizes that we should getfrideopressure of growth and focus
only on real sustainability and real well-beingr IRoost of us work, growth is not an option;
the present economic and social structure is fgreis into it. The continuous purchasing
makes us feel the illusion of having achieved sbimgt meaningful in life. Apparently we
have forgotten what kind of values we are followindpat is important for us, what can make
us happy and satisfied in our lives.

2.1. The social reasons

Unfortunately in the modern society if someone wdatbe famous and respectable in
many cases he/she has to expend needlessly andsbeful. Nowadays those consumptions
which are necessary just for life do not represahie but at the same time they do not serve
well-being. As Thorstein Veblen (1975) describesgally the aim of these consumptions is
not to break from the crowd but to reach a sociatlgepted honourable limit in quantity and
quality as well. This limit is not strict standdvdt very elastic and can be raised infinitely, or
cannot?

As we see ‘the more a man can dispense the rigishé is’ attitude in the Y%tarted
to disappear and today it seems so absurd (Patakiz007). A new myth started to spread in
the Euro-American civilization saying that we caa Happier and more satisfied with more
and more material goods despite of all religious seientific convictions. For example in the

USA in the ‘80s one-third of the citizens consideremself/herself happy, exactly the same
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proportion as thirty years before although the comstion per person doubled in this period.
This means that our happiness depends on othesrdastich as the quality of human
relationships and the scale of relative consumpttomparing to others in the society.
According to another survey people in countriehwiry different income-levels (e.g. Japan
and Nigeria) feel themselves equally happy. So @ys compare our material situation to
the other members of the society.

Most of the ordinary commodities can be more os 2gpropriated. E.g. a family can
use a bathroom in common but every member of it ltawve his/her own one. Siegwart
Lindenberg’s (2005) model says that we can sedéréimel that the higher is one’s income the
more he/she appropriates his/her consumption. Bt v so paradoxial in this phenomenon
is that with the increasing expropriation peoplsto®y certain forms of social appreciation
which they cannot substitute own their own. If gtleing is totally expropriated e.g. in a
family there is no need to share anything, and¥olthe norms of sharing, after a time the
members of it will admit that they miss the ‘godd bmes’ when they were less rich but they
were more important to each other. So as inconmecieasing sharing groups are shrinking.
At the same time social norms, local traditionbnet specialties cannot be held up without
them.

It seems that the utilitarian approach — that saigkening consumption opportunities
raise total utility — cannot explain that the measaf the individual, subjective feeling of
well-being did not grow in the last decades indlegeloped countries (Corrigan 2010, Csigo
2007). If we accept the ‘homo oeconomicus’ imagemnain we can only say that people’s
needs are simply fulfilled. If it's true why do pgae aspire after bigger cars, houses, etc.? Is it
so hard to confess the role of the outside pressuoase of our preferences coming from
deep inside? Modern man from a developed countipwe all these status-gaining
opportunities while in the long run he pays witlhet sources of well-being: time for more
valuable activities, social relations, friends, fignand love. Consequently commodities and
different social classes are just weapons in tleen ending fight. We can create infinite
definitions and redefinitions of social status eddup a permanent tension in the society in
local, regional, national and international le\a.t

Beside the social consumption-increasing mechanigg@omic ones are also
working like advertisements and packaging technek@Gowdy 2007, Pataki et al. 2007). So
the essence is that the determinant part of oypmhg claim was not born with us but is a
generated one. The continuous getting-fever isgblybnot a basic characteristic of human

nature. Many hunter-gatherer, natural tribes pribve statement. We can and should learn
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from former societies. Usually we can see differpaintings, pictures about these people
portrayed as primitive wilds fighting for their eyday survival but this is what a modern
man thinks, not the exact truth. These ancient conities spent much more time for resting,
social life, games; they had much more individuaefiom as today’s man — so they lived a
life what now we call well-being. It was obvious liee a peaceful and harmonic life with
nature. They did not know social classes and dmsogtion. It seems that ‘homo
oeconomicus’ with its competition-spirit and ratbrcalculating does not describe the real
human nature; it might be just a myth. Althoughplaeside all of us believe or would like to
believe that we are so rational and make consisketisions, so this kind of human image is
like a fiction and it might be just like a religion

In addition we also explain the present econonriaciire, the resource-use, the asset-
and income-distribution ideologies (Gowdy 2007)eTinmal goal is to be Pareto-efficient;
everybody gets revenues according to his/her margioductivity, no matter if the system is
not equitable. In nature tribes social norms cdigrothat meat has to be equally shared
among each members. They did not save any footlamytibody is hungry, they did not really
care about private possession. So it is not ordyntlarket which can produce and distribute
goods and services. These hunter-gatherer commsinitvere well-fed, ecologically
sustainable, lived an entire life socially and lietually, tried for equality and had a lot of
spare time. Some of them are still alive and openatthis way e.g. in Africa, Australia,
Tanzania and North-Canada in spite of they do ivetih the friendliest part of our planet.
Thus actually we can call them just as rationaloasselves. These societies apply the
‘immediate-return’ principle which means they lirem one day to another; they do not have
tools and technologies for storing food. ‘Delayetlsrn’ and holding are modern methods,
and today we cannot image how to live successimlgnother way.

We certainly do not know a lot about these comnesiand | do not want to over-
idealize them but as | mentioned before we canshodild learn from them, and think over
the principles of living. Economic scarcity is thenception of modern society, and not the
obligate attachment of human life, it depends @ngénerated needs. Work and social life do
not have to be separated; people are not robotsavehwaiting for some for spare-time to live
a real life. Individual well-being in connection tviindividual production is not necessary;
members do not have to starve. Relationship wighnidture can be co-ordinated where there
is no owner and possession. Stock means only shkaedledge, flows are sustainable and

enough for well-being. Inequality, sexual discriation and social insecurity are not natural.
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To sum up, human beings are political and socedtares by their nature; not isolated
individuals (Fukuyama 2000). People are originafpable for cooperation, altruism and
creating social capital. These characteristicsvarg likely the biggest strengths of human

race.

2.2. The environmental reasons

Wolfgang Sachs (2007) declares that even if we admmot, we approximate the limits
of growth even if we have already reached it ana mee are just going down. Some of us
think that growing can be the solution for our pgeshs by opening new markets for
ecologically friendly technologies, some of us khthat that is the problem itself. Some of us
would like to excuse the North — mainly the USA &hdope — and show that the solution can
only come from new northern technologies, somesofvauld like the North to reconsider its
responsibility.

Actually the environment mainly suffers from ovepgth and not from the inefficient
use of resources or from the over-increment of hunage. The structure of growth hinders
communities, well-being and destroy environmenthis sense ‘sustainable development’ is
an oxymoron. Sachs (2007) advises that we should@aselves the questions: ‘What kind of
and whose needs?’; ‘What is enough?’ Those wh@asbed to the periphery because of the
expanding ‘development’ — which caused droughtamgeared animals, fenced and ruined
fields — have to show up in the urban markets wttegg have no purchase power, so poverty
is all that remains. Hence — in this sense — naomtheuntries are the ones who have to slow
down and withdraw as they have much bigger ecoédgiootprint than their territory.
According to certain signs many industrial socetverpassed the limits in the ‘70s from
where the increasing GNP did not really raise taaedards of living which could mean that
an optionally decrease in production might not epdn the decline in well-being.

We cannot say that we were not aware of the probliet©62 the book of Silent Spring
written by Rachel Carson warned everybody and gthemed environmental protection
movements (Sachs 2005). We started to considentleests of future generations that they
also should be able to reach the same level asowBalagain, actually the aim is still not to
keep the honour of the nature but the expansidhefpresent for the future thinking about
how to substitute natural capital. Moreover poveéstgtarted to be correlated with the ruin of
environment but we should not mix up cause andefferotection is not only a management

task. Global common goods — Antarctica, oceang)faaests, Earth’'s atmosphere and
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biological diversity — are especially in danger.eTproblem is that the price of natural
resources is low and depositing the garbage is dlfiee. Specialization and commerce
cause a decrease in agricultural diversity in tiaglal agro-societies; and many principles do
not serve the protection of natural resources.Mg point the role of scientists is getting
valorized as the barriers can be proved only bgndigic results. We should minimize the
nature uses per unit of economic output and stdiétato reduce our excess weight. It is not
enough to be more efficient as it causes just mseeof the given resource — which we call as
Jevons paradox — and then the situation is evethw®he number of cars is growing four
times faster as the population of the Earth. Asnidar Daly (2005) says if a freighter sink
because of too much cargo, for us there will beartsolation if it sinks optimally.

Classically consumption can be split into two mijpes: final and intermediate one.
Intermediate consumption means products and serwvitech are used for production. As
human beings are also resources with their laboeftnge Ropke (2005) takes the question if
there is any final consumption. As people needato rest, study, etc. to be capable for work
we can say that these consumptions are also intigiteeones. But we still intuitively stick to
the notion of final ones, as a significant grougpebple have much higher standard of living
than what basic needs would require. The problethatthere are vainly ecologically more
efficient solutions if the growing consumption calscthem — which we call as rebound
effect.

There is a huge amount of freely or incorrectly atsul trash which is poisonous and
exceeds the ecological systems’ natural anabopiaaty. It takes decades, centuries or more
that these radioactive, PCB, CFC etc. materiate skeeir effects causing diseases and global
climate change. The losses are significant, irnslér and show asymmetric distribution in
time. While revenues come in immediately, costs €ap in the future. Clive Spash (2005)
draws our attention that positive time preferenue @et present value at individual level face
problems in long term social decisions as futuneegations’ preferences are not included. In
this sense inter-generational discount rate ared-teimporal one should not be the same.

Natural carrying capacity is not a static, easiyedminable value (Arrow et al. 2005,
Latouche 2011). It depends on technologies, preée® the structure of production and
consumption, the variable interactions of physiaad biotic environment. It would be
senseless to give only one number of it but anadlvierdex would be useful which shows the
current measure of economy and its intensity comgato the biosphere. Losing of
ecological resistance potentially causes seriooBlems as the system will be less capable to

hold up human existence, irreversible changes aicehopportunities, growing uncertainties
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regarding the environmental effects of economiagvgt Our economy has over-grown;
people make waste from resources faster than natadeices resources again from trash. The
worldwide ecological dept has increased from 70%20% from 1960 to 1999, and it is just
rising as the lifetime of products is getting skodnd shorter.

To sum up, in simple words something is sustaindlitecan be held up in the future
which depends on economical, social — includingucal, ethical viewpoints — and ecological
factors. Today more and more people agree thattgrmaecologically not sustainable, and it
seems that neither it is socially. Thus politicstiie North have to change the focus from
growth to real sustainability and in the Southdwm tlevelopment. It is important to recognize
that we should handle differently the notion ofwgtlo and development. Hence sustainable
development can have a deeper, human, socialaktlidtural, ecological and institutional
meaning (Ekins 2005).

3. Why certain groups like growth?

According to mainstream beliefs every economicvégtis predominantly useful, and
GDRP is a kind of economic quantity which can granefrer (Daly 2005). The main goal is to
maximize well-being but it seems that this functi@s no upperbound so there is no optimal
size of economy. Everything can grow and as a cpesge, well-being can always be
bigger. Technology might be the only barrier of wito but as technologic development
supposedly has no limits, growth has neither astgubon is solvable in this way. In this
sense environment and eco-system is just a subrsyst economy. Although neoclassical
paradigm let forever growth, but does not requir&ut it became the common salve for the
problems like overpopulation, unfair distributioninevitable unemployment and
environmental pollution also.

Conventional, mainstream theories support capiales the best kind of structure
which can ever exist and which is natural, inevgadnd fit to human nature (Hartwick et al.
2009, Latouche 2011). These theories emphasize tigr@s they see it as economic
development. From this point of view all of thedsedries — classical, neoclassical,
Keynesianism, neoliberal, etc. — work on the saaggcl Nonconventional theories — like
Marxism, socialism and other radical ones — cagatapitalist structure as it can be ethically
guestioned but the aim stayed the same: growtlcoOfse their terminologies are different

but from the aspects of goals they are hardly dever
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Nevertheless it seems that people tend to mix uwp rbtion of growth and
development. These notions might have common sectioit we should separate them too
(Hartwick et al. 2009). The result of developmenthat everybody has a better and better
life, and according to famous paradigms growthugt p method for this aim. Ere now, none
proved universally that it is currently the beslugon and it really serves the goal. Growth
means achieving more and more massive economy gar@égating means taking together
everything. If these kinds of indicators are insiag it means that all together everybody is
in a better situation. But it is forgotten thatyhdo not handle inequality, injustice, poverty
and widening income and territorial differences.n€eguently development does not really
need growth but rather conditions which are resiptggor production’s input and output
which help the world to be better as a complex tunadly, socially, economically, culturally,

politically etc..

4. The way of de-growth

The program of de-growth mainly belongs to Sergmuehe (2011) who says that we
can agree that the common aim is well-being. Toatniother question how we define it but
we know several facts. Some of them say that imseéhat constantly growing GDP
especially in the western civilization does not epdn a bigger proportion of more satisfied
and happier citizens as for one reason everybodypaces himself/herself to the current
social structure, but of course we cannot excludegedy the importance of GDP (Fitoussi et
al. 2009). As technology’s marginal productivity ilscreasing labor’'s decreasing which
causes unemployment especially among less qualdigar force. Plus there is the paradox
that in the North it does not cause less workingrbicand more spare time only much
revenue. Hence consumption is larger and largemtbite it pollutes environment. Taken
everything into account humanity should think ovbe followed values, produce and
consume less or at least stop at this level. Ifryderly worked less, unemployment and
pollution would also reduce, spare time would iases human relationships could be looked
after better. We usually forgot that we do not liwevork but to work to live.

De-growth is a slogan for a totally different logacshake up everyone from the charm
of growth and put economics back to its pure agenthe biosphere. E.g. according to a
survey 90% of the American companies admit tha¢wa product could not be sold without
marketing campaign, 85% agree that in most casesri&kements convince people to buy

totally unnecessary products, and 51% state thatrasements persuade consumers to buy



70 Judit Dombi

the kind of products that they do not want in factd the result is just more and more waste.

E.g. 500 ships take the water monthly with eleagtromaste towards Nigeria without any

health standards. Society itself should tell whitne sufficient and acceptable measure of

consumption is; what should be called enough.

The real problem is not over-population but whetver are capable to distribute the
available resources equally. The concrete utopideedrowth — as Latouche (2011) calls it —
cannot be managed without cultural revolution amtiout redefining the whole political life.
The program suggests eight coherent, key factaaled as the eight R’s angelic circuit — to
build the new society: reevaluate, re-conceptualiastructure, redistribute, re-localize,
reduce, reuse and recycle. | summarize shortlyrianing of the R’s:

- Reevaluate: highlight and follow the value of josti responsibility, solidarity,
intellectual life and the respect of democracy.

- Re-conceptualize: redefine e.g. poverty and ricknesarcity and abundance.

- Restructure: production and social relationshipsukhfollow the changes in value but
it Is a big question if it can be achieved withwe frame of capitalism.

- Redistribute: the access to goods and natural ageriton global, social and
intergenerational level also.

- Re-localize: It has a special role with the slog&firhink globally, act locally!. Local
needs should be fulfilled from local productiondame should focus on local culture
and local politics. An ecological society should beilt from smaller territories,
bioregions which are in harmony with the ecologisgstem and strive for reducing
negative externalities and energy consumptionhis tase small does not necessarily
mean physically but rather an identity where memheould like to take care of the
local essence and spirit. There are promising ativéés like ‘new communities’
network’ in Italy.

- Reduce: production, consumption, risks, workingreptransportation.

- Reuse, recycle: longer product lives, environméntakendly technologies.

First of all the program could be implemented ie field of food-supply, and later economic
and financial self-sufficiency. To sum up, regioraiion means less transportation and
producing consumption, transparent production ghaspiration for sustainable production
and consumption with the reformation of taxatiorsteygn and with a new direction of
technological innovations and scientific researdalg, the reduction of dependence from

multinational companies and flow of capital, in@ieg safety in all sense, so briefly the



The Economic Program of De-growth and a Possibleréation... 71

resettlement of economy to the local communities. & result, it would defend the
environment as the found of any economic activitgcrease unemployment, strengthen
involvement, integration and solidarity, bring forhore democratic economic attitude, open
opportunities for developing countries and Third Mfpreduce working hours, stress and
ameliorate population’s health status. So the ppmogrof de-growth would not mean
retrogression, poverty and abjection, but betmfiess.

Africa can have a special role as they do not haweduce their ecological footprint
which does not mean that growth-based society ghmeibuilt there but rather they can avoid
the impasse of growth. Maybe the South should thkefirst step in another direction and
resist intellectual colonization. We cannot solve problem of poverty by growth as poverty
is caused by growth.

5. De-growth and capability approach

Capability approach is linked to Amartya Sen whotbe Nobel-prize in 1998 and has
a great effect on science economics today too.(Z#8) defines the process of development
whereby those freedoms broaden which people agtemjby. This approach is up against the
closer interpretation of development which detemmsiit as the increase of GDP and personal
incomes, industrialization, technological progressnodernization of society.

By development the sources of lack of freedom shdod terminated like poverty,
oppression, intolerance and abuse. The differenndoof freedom are both means and
objectives too. Briefly Sen (2003) examines fiveinmgpes of freedom: political, economic,
social, transparency guarantees and livelihoodtysaféhe means can be changed to
functionnings — valuable doings and beings — wlaoh the set of capabilities. As a result
people can live a life which they can consider ahla with good reason. So the focus should
be switched from utility, income and assets to heotoncept of well-being.

Although Sen (2003) is not directly against growid modern capitalist markets,
there are many common points with the program efrdevth as he says growth in itself does
not legitimize anything. So first of all Sen (2008)ites about development consistently and
not about growth. Both theory concentrates on weal-being, what good is for man, which
cannot be measured with aggregate indicators lik# Ghe picture should be tinted and
values should be re-considered. They point outogsriproblems in modern world like

poverty, starvation, diseases and health problems.
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The main difference between the two theories that grogram of de-growth is a
transformative theory. It would like to restructutes current system and reach well-being
without growth in production and consumption. Oa tither hand capability approach stays
in the present economic structure and says thashealld look in another direction and
redefine well-being.

While utilitarian approach focuses on the equatifyincome (GDP) parallel with
individual happiness, Sen (2003) highlights theadity of capabilities. De-growth’s aim is
‘good life’ also but the question of justice idlstpened (Muraca 2012, Sen 2003)

Tablel Similarities and differences of the de-growth peogrand the capability approach

De-growth program Capability approach
. Transformative theory, well-being without - .
Main focus growth in production and consumption Redefining well-being
Main problems Destruction of nature, poverty, injustice Povehtgath problems, injustice
Responsible for The North Not specified
problems
Measure of The criticism of utilitarian measures of welfare
Means Restructure the current system and de- Widening capabilities
growth
Equality of Not specified Capabilities
Par'qulpatlon in The importance of local level
decisions
The role of The problem itself /_Technologlcal regime Not specified
technology change is needed

Source author’s own construction

The solutions show similarities as de-growth angabdity approach emphasize the
importance of participation in decision-making, ahe role of local level too. Sen (2003)
does not nominate certain capabilities which shbeldvidened — although Martha Nussbaum
does — and in line with this de-growth entrustdle&ermination of limits to local societies, but
names — not is exact order — values to be followedhnology should also change the focus.
Although Sen (2003) does not specify the role dht®logy, there are some researches which
say that it should be developed to improve capasliOosterlaken 2009). For the program
of de-growth technology is mainly the problem itselthis is a pessimistic view — but the
optimistic view says a technological regime-charsgeeeded. Sen (2003) does not nominate
who is responsible for problems, while Latouchel®Oconsiders the North (USA, Europe,

Australia, etc.) is. Capability approach concemetsanainly on social problems, but de-growth
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focuses on the entire Earth, maybe first to theneatthen or parallelly to society. However
both theories centre serious moral questions.

Table 1. summarizes the comparison of the theokfieg/be in the future it would be
more effective to think and then act along bothotles to solve our problems while
modernity might be exceeded.

Finally I would like to take some shy suggestioratvbould learn the two theories from
each other. Capability approach should be moratsento environmental problems, identify
more precisely the role of technology and identiifg stakeholders, so who is responsible for
the problems and who should start to act. The pragof de-growth should make more

elaborate concepts on welfare and its measurement.

6. Conclusion

What is sure is that our world has too many sttgéasfisolved problems which we
cannot overlook. We can argue about if it is pdssib handle the situation within the frame
of capitalism. We would force open doors with thigéic@sm of capitalism; Marx did it once
already but without the criticism of growth and itak the ecological coercive forces into
account. It seems that we should exceed modef@ftgourse there are so many unanswered
guestions how to achieve the goals peacefully kishould not wait too much and dandle
ourselves in dreams that everything is fine andcareot follow other logics with intelligence
and moral sense, and build better systems for mese- as Latouche (2011) says — with

artistry.
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6. The Impact of Regional Operational Programme oithe Economic
Development and Regional Competitiveness of North-@ét region of
Romania. Partial Findings and Emerging Challenges

Anca Dodescu Lavinia Chiri

Romania, one of the newest European Union mentmmefits from grants in order tmplement projects in
accordance to European Union’s policies that shdinldlly lead to economic development and socidfane

The regional development policy is one of the mgsbrtant policies of EU that aims to reduce deprient
discrepancies between regions by financing thedessloped ones. Even though the aim of the E fignd
clearly defined, the actual impact of their impleagion is difficult to appreciate despite the #ffdhat have
been done up to present in order to identify thetrappropriate evaluation method. In Romania, dnthe
programmes created in order to reduce regional aligigs is the Regional Operational Programme (RO
Programme), financed through the European RegidaVelopment Fund (ERDF). However, trying to
determine the economic and competitive effectsiaftgral funds implementation encouraged the astiod

the present paper to choose an ex-post evaluahiprgpplying a questionnaire to the beneficiariesEbf
funding through RO Programme from the North-Wegeldpment region of Romania. The main questiorts tha
the paper tries to answer to are How effective thee EU money spent in Romania? Which are the kigges
obstacles in the process of EU funds implementatiam the EU funds contribute to the increase oforeg
competitiveness?

The quantitative research taken in the purposdaesttifying the impact of using EU non-refundablerov
economic development and regional competitivereesdéen done on the basis of conceiving and agpbfin
an on-line research and monitoring questionnaialed Questionnaire of evaluation of the RO Progmam
impact on the North-West region of Romania, sehetblled in to every RO Programme funding beisefes
in the North-West region — the sample was formetbbfbeneficiaries who had implemented project8lby
October 2012.

Keywords: regional economic development, regional competigs, North-West regiofRegional
Operational Programme

1. Introduction

The evaluation of regional policy has been givetreasing attention in the European
Union (EU), mainly due to the wide variety of prcig and programmes with European funding,
there is a growing emphasis in political debatelenneed for evidence on the performance of
EU cohesion policy, because policymakers want towkn'What works?" and "Why?",

especiallyin the Central and Eastern Eurog@&/arsaw Conference 2008ymstrong— Taylor
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2000). Scientific literature devoted to methodsewhluating public policies in general, EU
regional policy, in particular, was enriched substdly in the last two decades (Patton 2002,
Pawson 2002, Furubo et al. 2002, Nutley et al. 2@8/le — Lemaire 1999, Connell et al.
1995, Van der Knaap 1995, Wholey 1986, Shadish. €t981). Also, different methodologies
with greater or lesser complexity have been dewslopy regional development agencies,
research centres, institutions, government bol&0s etc. in order to assess regional projects
and programmes carried out in different countrieginly due to on-going evaluation
experiences of EU cohesion policy for 2007-2013 exighost evaluation of the period 2000 —
2006 (Varga- in't Veld 2011, EC 2013, 2012a, 2012b, 2010).

The Regional Operational Programme 2007-2013 (R®Bhe of the seven Operational
Programmes established for Romania through theoheltiStrategic Framework of Reference
(RMRDT 2012). The main ROP objective is the equdtb development of all the Romanian
regions through exploiting the regional and local&lopment potential, focusing on urban
growth poles, improving regional and local transpanfrastructure, improving social
infrastructure, supporting the development of regloand local business environment,
sustainable development and promotion of tourismerder to transform these regions, and
especially those lagging behind in more attracéingas for investment, tourism and residential.

Even though the aim of the EU funds is clearly miedi, the actual impact of their
implementation is difficult to appreciate desphte efforts that have been done up to present in
order to identify the most appropriate evaluatioattmod. However, trying to determine the
economic and competitive effects of structural ®ingnplementation at regional level
encouraged the authors of the present paper tosehaoex-post evaluationby applying a
guestionnaire to the beneficiaries of EU fundingtiygh RO Programme, beneficiaries from the
North-West development region of Romania. The nogiestions that the paper tries to answer
to areHow effective are the EU money spent in RomanialziWd4re the biggest obstacles in
theprocess of EU funds implementation? Do the EU fuoadribute to the increase of regional

competitiveness?
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2. Methodology

The quantitative research taken in the purposdaeagitifying the impact of using EU non-
refundable over economic development and regiamalpetitiveness has been done on the basis
of conceiving and applying of aon-line research and monitoring questionnaireglled
Questionnaire of evaluation of the RO Programme aichpon the North-West region of
Romania sent to be filled in to every RO Programme fundoggeficiaries in the North-West
region — the sample was formed of 155 beneficianies had finished implementing projects by
01 October 2012.

The questionnaire comprises 45 questions, grouggodics such aggeneral economic
profile of the beneficiary organisation, the maictigities developed by the organization,
general information regarding the project financékdough RO Programme, the impact of the
project implemented through RO Programme, inforomati regarding impact over
competitiveness and innovation of the organizatitsnproducts or its production proced3ata
were analysed usin§PSS software by testing the assumptions madeeirfig¢ld literature
presented in the paper. Data collection was dongehy research taken by the research team
during February - April 2013. The sample includesipients of funding from both the public
sector, 35 beneficiaries (municipalities, local gament units, etc.) representing 22.15% of the
total sample, and from the socio-economic enviramm8 non-governmental organizations
(associations, foundations, parishes etc.) reptiesers.06% of the total sample and 115
beneficiaries were representatives of businessr@mwvient, representing 72.78% of the

respondents.

3. Partial findings

The results presented below are partial becausquéstionnaire is until now in process
of implementation. The sample of respondents t@ dainsists in the largest proportion of
private companies 52.94% (small enterprises - bmtwd0 and 49 employees, and
microenterprises - from 0-9 employees) followedploplic authorities 35.29% (municipalities,
local councils, county councils) and other categpmf public institutions 5.88% and NGOs
5.88% (Figure 1).
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Figure 1The type of organization funded by ROP 2007-2@té North-West region

M Public authority (municipalities, local councils,
county councils)

B Small enterprise

W Microenterprise

NGO

5.88%

Source:author’s own construction

94.12% of the questionnaire respondents are basadban areas while 5.88% are located
in urban areas, which show a greater openness dewaucessing European funds allocated
through ROP of institutions / economic entities ragiag in urban areas, although this program
addresses both the urban and rural environmentir@).

Figure 2The headquarters of the organizations funded by R@F-2013 from the North-West
region

5.88%

B Urban area

Rural area

Source:author’'s own construction

The main fields of activity in which the questioimearespondents perform their activity
are the following: Activities specific to the locauiblic administrations (municipalities, county
councils); Activities of business and managementating; Engineering activities and related
technical consultancy; Catering — restaurants; octson of residential and non-residential

buildings; Activities of achieving software on demda(customer oriented software); Activities
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of advertising agencies - advertising productiagnage, branding, sales or spatial shops and
corporate offices planning; Dental care activitiesgtivities of religious organizations,
Wholesale of machinery for construction; Maintereaaad repair of motor vehicles; Residential
care center for the elderly, etc.

Among the projects implemented by 01.10.2012 thho®PP, whose representatives
have replied to the questionnaire so far &tes rehabilitation and modernization of Body Clinic
- Outpatient Municipal Clinical Hospital "Dr. Galel Curteanu” Building B, Oradea; The
rehabilitation, modernization and expansion of @ayter for people with multiple sclerosis in
Oradea; The rehabilitation and extension of thelding in Louis Pasteur Street No . 42, for the
objective: Ivy Day center for children with Dowmsyome; The rehabilitation upgrading and
equipping of the "Andrei Saguna" High School of @a City; The revitalization of the Oradea
fortress to introduce the tourist circuit: Fortresd Oradea, European resort - Phase I; The
rehabilitation, modernization, expansion and equgpinof “Avram lancu” School, grades I-
VIII, Building B and Building C, Oradea; The devafent of business and management
consultancy at SC ORGMAN SRL Baia Mare; The useewf technologies in SC PREFCON
SRL Zalau Salaj — the guarantee of efficiency amohpetitiveness in design; Qubiz-"Quality
Business" in IT outsourcing in North West; The asigjon of performing dental equipment for
the endowment of DENTAL CLINIC LLC; The rehabilidatand modernization of ambulatory
Corp. 'F' - Hydrotherapy of the rehabilitation dfet Clinic Hospital of Cluj-Napogaetc.

Figure 3The proportion of the priority axes accessed t9hodOP in the North-West region

= Prionity Axis 1: The support
ofsustainable development of
cities - urban growth poles.

» Prionity Axis 2: The
improvement of local and
regional transport mfrastructure

» Priority Axis 3: The
improvement of social
infrastructure
Priority Axis 4: The support of
local and regional business
environment development
Priority Axis 5: Sustainable
development and tourism
promoting

Source:author’'s own construction
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The classification of respondents in terms of pyoraxes accessed through the
implemented projects in the North-West region ofrfRaia is shown in Figure 3. Most of the
respondents, respectively 42%, have received fgnttmough ROP under Priority Axis 4
dedicated to supporting business development artecydarly micro-enterprises. The second
place in terms of access grade, among respondieisteccupied by Priority Axis 3 dedicated to
improving social infrastructure. The third placeorscupied by the Priority Axis 5 designed to
promote sustainable development and tourism, whéefourth is occupied by Priority Axis 1,
which aims to support sustainable development téscias growth poles. Finally, on the last
place is Priority Axis 2 dedicated to improving i@tal and local transport infrastructure.
Therefore, we conclude that the business envirohimsemore dynamic and interested in the
attraction of European funds under ROP, while mudlithorities should focus more toward axis
such as sustainable development and promotingstausind improving transport infrastructure
that register serious problems in the North-Wegiore of Romania in terms of absorption rate.

Among the main objectives of the projects impleradnby ROP are included: creating
jobs; increasing turnover; increasing the numberco$tomers; developing new products;
increase the number of tourists through valuin@ll@nd regional cultural tourism potential on
the national and international tourist market +@asing the number of visitors to the objectives
restored; health facilities rehabilitated; schombabilitated; social centers rehabilitated and
expanded; streets, alleys and parking rehabilitatedThe definition of the Romanian Ministry
of Regional Development and Tourism (RMRDT 2012yegi to regional development
considers it a new concept that aims at stimulatng diversifying economic activities,
encouraging private sector investment, helpingethuce unemployment and not ultimately lead
to the improvement of living standards. We noticatteach of the projects funded by ROP
2007-2013 contribute through their objectives toréasing North-West development region
living standards and attractiveness by encouragimgte sector investment, by extending the
scope of the organizations receiving funding, Bating jobs and thus reduce unemployment,
and improving infrastructure, also improving healmd social services and transport
infrastructure in the region, providing high we#ap the North West region inhabitants.

To the question: "What were, in your view, the mathievements / benefits you obtained
through the implementation of the project / pragg@tt the most frequently answers mentioned

organizational development and achieving competitisivantages through product and services
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diversification and improving the quality of exisgi ones, providing better working conditions
for employees, increasing labor efficiency, eas@leyees' work and shorten processing, the
increasing of the turnover, the increasing of tiperational capacity and of the number of
employees, rehabilitation and construction of bodd for carrying activity (be it profit
organizations - manufacturing, services, tourismfoo nonprofit purposes), the increasing of
the capacity of the buildings of social care, etc.

According to the respondents, the most importadicators expressing the impact of
projects financed under ROP implemented at regitaval are: investments in the region and
jobs created, the number of micro-enterprises suggo improving the supply of medical
services available to the population of North-Wesfions by bodies of hospitals rehabilitated,
the valuing and protection of the environment aatliral resources.

Regarding the added value of the project / projenfdemented through ROP at local /
regional level, the main responses were: attragmnagts for SMEs, increasing the quality of the
services, increasing the performance and compatiéiss of companies, the development of
manufacturing transport, social and tourist infnacture.

Asked about the biggest problems encountered initi@ementation of the ROP
project/projects, the respondents mentioned thesskge bureaucracy, the amending of the
legislation during project implementation, struggtegarding the co-financing and the big delay
in reimbursement. Even so, almost all the benefesadeclared that through the project
implemented the competitiveness of their orgararaincreased, especially through acquisition
of foreign knowledge, machines, equipment and softw

To the question "In what way has increased the ebityeness of your organization?" -
the answers were different according to the charestics of each organization. We mention the
following: "because of higher technical and proiesal capacity the company meets better the
customer needs who call for the developing in atstime of large and complex investment
projects in the county and beyond"; "We were ablenbke a bigger number of grant projects
for private clients in urban and rural areas"; ititreased the number of patients due to
equipment purchased and improve patient resporesgeto new and modern treatments"; "the
increasement of firm productivity”; "the equipmeamrtdowment ensures greater efficiency and
because of this the services of our firm are mdrenarequested”; "it increased the number of

contracts, we have diversified the activity"; "less learned from implementation resulted in a
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more effective management of available resourceadihg to a new vision regarding the

efficiency and effectiveness of our organizatidlallpng with the purchase of a next-generation
equipment has expanded the range of products dfferethe market, which resulted in an

improved customer portfolio, and increasing turmowe addition it has increased the access to
new orders due to prices charged and quality of pesducts. Also through the modern

technology the company manages to protect beteeetivironment and to streamline costs";
"our organization’s standards were raised in paldicby streamlining medical services of the

elderly center”; "through promptitude, shortenirggponse controls, high quality of services
offered”; " we can achieve earthworks and excamgpimjects at competitive prices due to the
new equipment purchased ", etc.

Starting from the premise that the more innovaéivegion is and discovers new products,
new services, new market entry and promotion gjrase the more competitive that region is
and provides a level of higher social and economtfare for its citizens, we wanted to
identify the extent and manner in which the prgefhanced under ROP 2007-2013 in the
North-West region of Romania contribute to streegthg and increasing innovation activity of
the beneficiary organizations. So the next questmncern the evolution of innovation in the
beneficiary organizations.

To the question whether the level of innovation tbé organization’s activity has
increased following the implementation of the pebjéinanced through ROP, 80% of the
respondents said that the level of innovation haseased as a result of project implementation,
while 20% consider that the innovation level of drganization did not increase due to funding
through ROP.

The increasing of the degree of innovation of theyanization as a result of
implementation of the project / projects with Eurap funding through ROP among responding
organizations, is due to external knowledge actiarsand procurement of latest equipment and
software, amounting 42.86%. The second type ofstment in innovation among respondents
was the purchase of machines, equipment and seftatan rate of 35.71%, while the third
position in ranking is divided between two typesaction with an equal percentage of 7.14%
each, namely: acquisition of external knowledge aoquiring latest equipment and software

accompanied by research organized internally (Eigir
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Figure 4Type of investment in innovation

# The procurement of latest extern
knowledge;

= The procurement of latest extern
knowledge; Purchase of machimes,
equipment and software;
Purchase of machines, equipment and
software;

Purchase of machines, equipment and
software; Research activity organised at
mtern level;

Source:author’'s own construction

Regarding the overall situation of investment imawation, we notice that the
overwhelming majority (80%) of the projects finadaender ROP contributed to increasing the
competitiveness of the organization by strengthgtire most important pillar, innovation. The
most common means of increasing innovation wagthiehase of machinery, equipment and
software found in 92.86% of cases. This type obuation has been accompanied in some
cases by latest external knowledge acquisition4@mB6% of cases) or research organized
internally (in 7.14% of cases).

We note that in the case of North-West region omBoia, through the projects financed
under ROP, the general trend of beneficiaries igtest in innovation systems (machinery,
equipment and software), a weakness identified Rdmia the report issued by the European
Commission on the state of innovation in the MenbBetes (EC 2011). Even if it is good to
adopt and import technology and knowledge discalemed implemented by developed
countries in the European Union Romanian compaamesinstitutions should begin their own
research to individualize and have a particulaa ak specialization at regional level. Only
7.24% of respondents conducted a research intgrinathe purpose of obtaining individualized

products / services.
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Figure 5The involvement of the research, development andvation sector in the specific

economic activities of the organization
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Source:author’'s own construction

Asked how they appreciates the involvement of @search, development and innovation
sector in the economic activities developed in fietd of activity of the organization they
represent, the ROP funding recipients respondants i the most part the involving of
universities, research institutes and researchecennsufficient (not enough), which sets a
warning regarding the activity of the sector argldbllaboration with the private sectors and
even with the public administrative sector (muradifges, county councils and other agencies)
(Figure 5). It is therefore confirmed for North-Wesegion the insufficient involvement of the
research, development and innovation sector andebd to create research centers that work in
addition to industrial parks set up in the Northstegion, businesses ranging from the textiles
industry to the software and electronics field,asothe collaboration between researchers and
businesses environment to be a tight one. Of cpfiose¢hese research centers and industrial
parks to operate efficiently the purpose for whibley were created, there must be a good
communication channel between companies and résmar@and professional relationships
based on trust and confidentiality, and strong eupand strategic vision from regional and
local government. This means a collaboration knaartriple helix, where the mission is
defined, usually by government, and under this imissthe research, development and
innovation sector collaborate with the industrytsewf any field in order to create new
knowledge, products, services and so on that aesimitted to intended final users in
fulfillment of a social need.
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The next question concerns the level of investnmenesearch and development of the
organization funded by ROP for the years 2010, 28id 2012. Only 17.65% of respondents
said that they invested in research and developmdnle 82.35% of respondents do not invest
in research and development. However, the trendvefstment in research and development in
the period analyzed within the organizations thatlared they invest in research and
development is to increase (Figure 6).

Figure 6 The state of innovation within the organization

5.88%

29.41%

5.88%
5.88%

= You are an organization that innovates in partnership with other partners

= You are an organization that facilitates the introduction of some proceses/products/innovative
services towards other final beneficiaries through the projects that you implement

= You are an organization that innovates on its own
You are an organization that has introduced innovation at organizational level (management,
marketing, business model)

You are an organization that develops innovative products/services;

You are an organization that does not mnovate

Source:author’'s own construction

In terms of industrial property, the same perceataigonly 17.65% who said they invest
in research and development stated this time tabthiey have patents, trademarks, registered
designs or models. So, another point that needbetostrengthened to increase regional
competitiveness is to encourage research withinpemmes for the growth of their industrial
property and regional industrial property as well.
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4. Emerging challenges

In order to increase its regional competitivenessmBnia needs to evaluate the
opportunities that European non-refundable funderofAll the Operational Programmes
established for Romania are meant to reduce disgsend increase regional development and
competitiveness. Even so, we should pay more &terdnd try harder to increase the
absorption rate if we want the benefic effects ¢ofdlt. Even more, in the next programming
period, from 2014-2020 Romania should focus moreuth the Operational Programmes it
will establish on the funding of innovation processWe also consider that a administrative
regionalization and the introduction of regionaldis of governance would be of great help for
Romanian regions as it would allow to create systefmtriple helix innovation, that would
include the academic environment, the industriateand the government. There should also
be a focus on the rural areas, where the numbleeréficiaries of funding through ROP 2007-
2013 is very low. The regional development is dlselinked to the rural and urban areas, and,
in order to have developed regions we should facusrban areas, but not lose focus on rural
areas either.

Also the tourism, health and transport infrastreetuareas that at present have law
absorption rates and whose main beneficiaries al#igpinstitutions, should be paid more
attention and accessed as those aspect are craciathe regional development and

attractiveness.
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7. Cluster Development in Two Hungarian Regions —ugcess and
Challenge

Maté Pecze

The Hungarian government supports and financeshi®icreation of business clusters since 2000. The
Pole Programme outlines four consecutive phasetuster development and provides the framework
for cluster subsidies in Hungary for the years 2@043. Regional calls for proposals supporting the
clustering processes were open in 2008 and 201i. ddper addresses how the Hungarian clusters
performed on these calls as well as how many ckistere able to submit project proposals and to
begin the program’s development process? It isréstiing to observe also the willingness of local
companies to submit cluster projects: is there atifference between regions in terms of
submitted/approved projects? Statistics on the #tddrand approved projects in North Hungary and
North Great Plain indicate that company cooperatamuld only submit projects for thé' tr the so-
called “start-up” cluster phase. While currentlyaxining the applicants’ activity, today it seematth
the majority of the clusters cannot deepen thepesation and meet the requirements of th& 2
phase — or at least not the way it was plannedhm governmental programme. The preliminary
results of interviews reveal the reasons why chasiel not apply for the™ phase of clustering.

Keywords: cluster, initiative, failure, developmestages, financing, call for proposal, willingness,
Pole Programme

1. Introduction

Governmental support for clusters has existed dimedeginning of 2000s when the
Széchenyi Plan and later the National Developmé&nt Rere launched and provided the first
financial assistance to build clusters. The Natidevelopment Plan was the first National
Strategic Reference Framework and was consistehtttwe EU financial periods. This was
followed by the second, the New Hungary Developniah between 2007-2013 providing
much larger source of financing than the previgamework: theoretically providing 26.5 bn
EUR during the 7 years of the programming period2010 the programme was slightly
changed and renamed to New Széchenyi Plan. Theatoerprogrammes of these
development plans (co-financed by the EU) providarfcial source of cluster supporting
measures in Hungary. These measures are non-rélengeants provided through call for
proposals The Pole Programme — started in 2007 — was tise domplex framework of

! By the time this article was edited (April 2013) call for proposals was available for clusters, iew calls
are expected to open in the new programming pérad 2014.
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cluster policy and strategy in Hungary, which defira four-staged development programme
for governmental cluster support. Until 2013, nal+#t@rm or ex-post evaluations were done
on the Pole Programme and there is little datecatdig how the financed clusters operate
and develop. Did the money serve the intended peddhis paper examines the questions

and problems appeared after the cluster call fopgsals opened in 2007.

2. Cluster development in the Pole Programme

The Pole Programme included increased resourcesliéeelopment of clusters and
cluster members than previous programmes. It ioted an accreditation process for
selecting and qualifying clusters, and a speciél (ffole Programme Office) dedicated to the
programme implementation was set up as well (MAG220

Four phases of cluster-development were definethenProgramme: start-up clusters,
developing clusters, accredited clusters and pwievation clusters. The features of each step

are shown in Figure 1.

Figure 1The four stages of cluster development in the Pobgramme

. . Pol \
Start-up Developing Accredited oe \
innovation )
clusters clusters clusters
clusters
Supported Cluster Cluster No financial Services,
activities management, management, support investments, joint
joint services joint services, centres
investments
Subsidy for the EUR EUR 0.2-0.8 M No financial EURG6-17TM
approvedclusters  0.06-0.2M support
Approx.no. of 150-200 50-100 25-50 5-15
approved clusters
Aim Give opportunity  Supportto Accredited clusters Complex
toeach the active get eligiblity for infrastructure
initiatives cooperation otherspecialcalls  development
Selectioncriteria  No strict Export, high Export, complex
criteria valueadded economic criteria
focus

Source:author’'s own construction based on Pole ProgramffieeO

There were no strict criteria to apply for the stgr cluster, it was easy to meet the
requirements (max amount of subsidy: 0.2 M EUR)t &usters applying for more subsidy
(max 0.8 M EUR) in the developing type had to utedex a joint investment. Fulfilling the
criteria of the & step and acquiring the title “accredited innovatiuster” did not mean
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financial support — the point of accreditation w@srecognize those clusters that are over the
start-up and developing phase and operating suodgsfor years, and qualifying them
eligible for special subsidy programmes” (MAG 201Phe pole innovation cluster phase, the
4" step, was not implemented.

The government used the Pole Programme to supperformation of clusters with
direct financial support and from that process dleothhe best of them with the accreditation
process for a highly scaled, complex infrastructdeselopment programme for the future.
The grants on the first two levels (start-up andetteping clusters) were financed from the
Regional Operative Programmes, meaning that theergavent separated budget for each
NUTS 2 level regions, from which the regions opettegir own cluster call for proposals.
The intermediate bodies are regional organisatimtghe budget and the managing authority
is a national level entity — the latter decideslmapproved projects as well. The start-up and
the developing cluster calls were twice announcethé seven Hungarian regions: in 2008
and 2011.

As previously mentioned the accreditation proceas wrganized on national level. If a
cluster had been accredited, it acquired eligipfiir special technology development call for
proposals in the Economy Development Operative rarome dedicated to accredited
clusters or to their members. In some special caseaccredited cluster member could get
bonus points during the evaluation process, thysaming approval consideration. The title
“accredited innovation cluster” expired automaltigalfter 2 years, and the clusters had to
apply for it again. The "4 stage, the “pole innovation cluster” step was @lated, but not
opened for the application process. Important te rie that in 2011 a new, 4" Gtage of
cluster development was announced: the companyecatbpn. Group of companies in this
stage could get subsidy for joint investment areté¢hwere no need to justify the cluster-like
operation.

The Pole Programme was started in 2008: the falsfar proposals was announced and
since that time the accreditation call has beerimoously open. 3 years after the initial call
(in 2011), as already mentioned, a second rounduster calls was opened.Using a wide
cluster definition, the start-up call was to givehence for each cluster initiative in the region
(that defines itself as cluster) to set up a mamayé organisation, introduce services and
build databases. Special rules applied: Thoseerkishat were approved as start-up in 2008
were not eligible to apply as start-up in 2011 agdf a cluster was approved as developing
in 2008 it could apply for developing again in 20biit not for lower level phase (start-up).

The accreditation level (3 had no similar rules: it was opened for all typéslusters.
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3. Questions and answers

My research focuses on the preconditions of crgatiosters, and examines if these
conditions exist in Hungary and if the subsidiesh& Pole Programme were the appropriate
tools to develop clusters.

My concerns regarding the Hungarian cluster develyg measures can be articulated
through three hypotheses:

1) Hungary lacks important preconditions defined iteinational literature to develop
successful clusters.

2) Therefore the start-up and developing cluster eafiee not efficient, in most cases did
not result in well-functioning, successful clusters

3) The newly set up clusters could not proceed tonthd development stages defined in

the Pole Programme.

Interviews and questionnaires will be organizedhwpblicy makers and practitioners on
national and regional level to verify the first logpesis.

In order to verify the second hypothesis | haven@rad the result of cluster call for
proposals in two regions: North Hungary (hereirraitel) and North Great Plain (NGP), and
presented as a short statistical analysis. Theinggoterviews and a regional questionnaire
will provide answer to the question on which clustare successful and functioning well
from the above.

The results of the third hypothesis are the wiltiegs of submitting proposals in the two
regions — shown in Table 1 — and the cluster ldthp summarized in Table 3. These figures
show that only a few clusters could proceed tonikye development stage defined by the Pole

Programme.

4. Statistical analysis on the willingness of clust creation in the two regions

After analysing thesubmittedprojects for the two cluster calls for proposal\iH and
NGP, we can select areas more willing and readycdoperate than others. These
concentrations may have the critical mass of comegamone factor often mentioned in the
literature as one of the most important criteria ¢tustering processes (e.g. in Andersson
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2004, OECD 2005, Ecotec 2003). The most import&sults indicated by the spatial
distributiorf are the following:

The spatial relation was studied based on two &spg€l) place of implementation of
the cluster project; (2) company seat of the clustember organisations. (1) The weight of
the two region centres Miskolc and Debrecen citgtiStics show that in 2008 53% (19 pcs)
of submitted cluster projects in NH were from Mikkand 38% (12 pcs) were submitted in
2011. The NGP region, Debrecen, has less weigt2008 40% (8 pcs) and in 2011 29% (4

pcs) of submitted projects had Debrecen as thénasigmplementation (Table 1):

Table 1Number of cluster member organisations and theaggaphic concentration
according to the submitted cluster project (pcs, %)
North Hungary North Great

(NH) 2008 2011 Plain (NGP) 2008 2011
total number of total number

cluster 506 100.0% 504 100.0% of cluster 392 100.0% 279 100.0%
members members

fromwhat NH 415  82.0% 329  65.3% f,\rl‘é”; what 350 89.3% 232 83.2%
other region 91 18.0% 175 34.7% other region 42 7%0 47 16.8%

Miskolc® 164 32.4% 100  19.89 Debreéen 113  288% 71  25.5%
Egef 29 57% 51  10.1% Szolnbk 19 48% 16 5.7%
Salgoétarjan 11 22% 12 2.4% Nyiregyhdza 55 14.0% 35 12.5%

Source:author's own construction. Data gathered by thel kpermission of the North Hungarian
Regional Development Agency and the North GreahMagional Development Agency.

The following conclusions can be drawn:

- In NH many more clusters but with a smaller siesglcluster members) had submitted
projects than in NGP: 36 and 32 submitted clustejept in NH, with 15 number of
members in average in both years. NGP had 20 amdad]dcts, with the average size of
19-20 member organisations.

—  Cluster members stayed inside the region: In NHptloportion of extra-regional cluster
members were only 18% in 2008, but increased to B62011. In NGP this ratio was
11% and 17%. The increase means that the clustdt®e second call have a larger

regional distribution of member organisations inho@gions.

2 Limits of the methodology: cluster members wetevatd to participate in more than one cluster, Ititl not
differentiate between them. For example: If a comyphad membership in 3 clusters (not common) it was
counted three. Because of this methodology therdgueflect the number ohembershipgather than the
number of real business or public entities. Newaetss, there were very few organizations (espgciafiearch
centres or universities) that had member statasare than one cluster.

3 Cities in North Hungary region

* Cities in North Great Plain region
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No foreign members: the four call (2 years, 2 rag)oresulted 1681 cluster members
altogether in the submitted projects, but there waly one entity from abroad: an

organisation from Hurbanovo (Slovakia) in 2008.

Cluster members were less concentrated in the meggatres in 2011 than in 2008: In
2008 Miskolc had 32.4% and 19.8% in 2011, while l@ebn had 28.8% and 3 years

later 25.5% of cluster members of their own region.

5. Examining the established clusters

The start-up, developing and accredited stages defieaed as consecutive steps of

cluster development in the Pole Programme: theldpieg calls targeted to support the best

start-up clusters, the accreditation were to sdleetbest performing developing clusters.

However, in practice this did not work.

1)

2)

3)

Only a few cluster have submitted project ideastter developing level (Table 2). In
NH 13 start-up clusters were approved and recesubgidy in 2008, but only 3 of them
have applied for the developing stage in 2011. Meee one of them was rejected.
These numbers are more considerable in NGP: notedfO start-up clusters were able
to submit project in 2011.

Thus, the second round of cluster calls (2011)raitisupport the already established
clusters in 2008. Instead, financial resources we® again invested in the brand-new
cluster initiatives. In NH there were 20 finangyadlupported cluster initiatives and only
3 of them have submitted project and 2 were appr¢¥€%) in 2011. In the second call
29 new cluster initiatives applied for subsidy, @lthese applicants were approved.
NGP had 14 approved projects in 2008, no one apg@gain in 2011, but 11 new
cluster initiatives were approved out of the 14msiited. It is important to note that the
amount of subsidy for which the submitted projesgpplied was only the half of the
available regional cluster budget.

Four clusters had managed to be accredited in NBBIB. one of them was previously
start-up cluster in 2008, other two clusters hasxen applied for the start-up nor for the
developing stage. It happened that a cluster ctulfidl the accreditation criteria even

though its start-up project proposal was rejected.
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Table 2The number of submitted and approved cluster pteja North Hungary and in
North Great Plain

2008 2011 No. of
. cluster development :
region stage approved approved accredited
9 (submitted) (submitted) clusters*
company cooperation - 2(2)
start-up: 13 (32) 17(25)
Hgghar developing: 4 (4) 4 (5) from which 2
gary pIng: former start-up: 2 (3)
other clusters that -
; 0
have never applied
vallalati egyittm.: - 0 (0)
o start-up: 10 (16) 9 (12)
North Great -
: — 2 (2) from which Qrrx
Plain developing: 4(4) former start-up: 0
other clusters that e
have never applied

Source: author's own construction. Data gathered by thed kbermission of the North Hungarian
Regional Development Agency and the North GreahMagional Development Agency.
Note *clusters that have at least one successful ditat®n, **preliminary assessment, **two
of them never applied for the start-up or develgstage, the third has applied for start-
up but was not approved.

| am organizing 10-15 personal interviews with oa#il and regional policy makers,
researchers and practitioners. The first threevid@es have already taken place and confirm
my hypothesis: in several cases the results ohbltwe mentioned non-refundable financial
subsidies are not bottom-up cluster initiatives bat groups of organisations where the
composition of the group has been tailored exaitlythe requirements of the call while
missing real cooperation and connection betweenmigsnbers. As an example, this is
supported by the results of the interview with Mité? KelleP, who underlined: the reason
why we cannot find more clusters with developingg# project is that only 10-15% of the
approved clusters in 2008 wanted to develop aalusthers used the cluster only as a tool to

get the financial subsidy.

®> Manager of the Cluster Development Office, MAG. Zrt
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Table 3Cluster life paths in North Hungary region in terof the Pole Programme cluster

development phases

2008 2009 2010 2011 2012 201
Bioenergetikai Innovaciés Klaszter
Dél-Borsodi Egészségiigyi-Szocialis Klaszter
Egerfood Elelmiszerbiztonsagi és
Technoldgiafejlesztési Klaszter
ENIN Koérnyezetipari Klaszter A A A A
Eszaki Varak Utjan Idegenforgalmi Klaszter
Eszak-magyarorszagi Energiabiztonsagi Klaszter
Eszak-magyarorszagi Informatikai Klaszter A A A A
Eszak-magyarorszagi KKV Innovacios Szolgaltato
Klaszter
Eszak-magyarorszagi Logisztikai szolgaltato Klasz
Eszak-magyarorszagi dnyagipari Klaszter
Geotermikus Klaszter
Gépgyartoi, Beszallitéi és Technoldgiai Fejlesztési %//7/%//
Klaszter _ % 4 %
HUNSPACE MagyarUripari Klaszter
Magyar Anyagtudomanyi és Nanotechnolégiai
Klaszter
% NOHAC Eszak-magyarorszagi Autdipari Klaszter
2 | Okoland Kérnyezetipari és Hulladékgazdalkodasi
£ |Klaszter
£ Z06ld Utak Turisztikai és Vendéglatasi Klaszter i I '
S [Hevesi napelemesdmi telepités T
= | Amarant Innovacios Klaszter
‘» | COREPLAST Mianyag Ujrafeldolgoz6 Klaszter
% Egri Borészfati Klaszter
3 | ENALTER Eszak-Magyarorszagi Alternativ
© | Energetikai Klaszter
Energetikai-, Gép- és Acélszerkezetgyarto- és
Mechatronikai Beszallitd K.
Eszakkelet-magyarorszagi Klaszter a husipar
biztonsagaért
EMAFA Eszak-Magyarorszagi Faipari Klaszter
Eszak-magyarorszagi megujulé energiaparkok klagzter

Eszak-magyarorszagi Turisztikai Innovacios Klaszter

GOmor-Tornai Hagyomanyos Termék- és
Szolgaltatasfejlesztési K.

Hangya 2010 Eszak-magyarorszagi gazdasagfeile
Klaszter

szt

Infostrada Klaszter

Miskolc Belvarosi Gazdasagfejle§Zlaszter

NAUTILUS Klaszter

Optimalizalt Iroda Klaszter

Orszagos Megujul6 Energia Klaszter

Tudomany és Innovécid a fenntarthatdgént klaszter,

Zempléni Helyi Termék és Szolgaltatas Klaszter

company cooperation: 17222

start-up

developing

accredited A

Source:author’s own construction

3
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Table 4Cluster life paths in North Great Plain regiortenms of the Pole Programme cluster

development phases
2008 2009 2010 2011 2012 201B

Elss Magyar Szamviteli és AdoszakérKlaszter
Eszak-alf6ldi Informatikai Klaszter

Eszak-Alf6ldi Regionalis Elelmiszer-Innovacios
Klaszter

Eszak-Alf6ldi Regionalis Elelmiszerlanc-Innovacios
Klaszter

Eszak-alfoldi Termal Klaszter

Innostrada Eszak-alféldi Regionalis Innovacios
Kompetencia K.

Innovativ Turizmus Klaszter

Kabai Zoldipari Klaszter

Létesitményenergetikai Klaszter

Plan-Net.hu Epéipari Mérnoki Hal6zati Klaszter
PRIZMATECH Debreceni Niszergyart6 és Fejlesit
Klaszter

Roéna Juh Klaszter

Szilicium Me# Regionalis Informatikai Klaszter A A A A
Zahony Térségi Logisztikai Klaszter

Alfoldi Elektronikai klaszter

Els Magyar Digitalis Tartalomszolgéltat6 és Online
Marketing Innovacios K.

Laszlé Karoly Gépipari Klaszter

MSE Magyar Sport- és Eletmodfejle$xlaszter
Szabolcsi Alma Klaszter

Szatmar-Beregi Helyi Termék Klaszter
TEneHI - Termalenergia Hasznosité és Innovacios
Klaszter

Zo6ld Aramlat Megujul6 Energetikai és Innovacios
Klaszter

Z06ld Technoldgia Klaszter

Pharmapolis Innovativ Elelmiszeripari Klaszter

clusters in North Great Plain

>|>

Termdl Egészségipari Klaszter A A
PHARMAPOLISZ Debrecen Innovativ
Gyaogyszeripari Klaszter A A A A A
company cooperation: V27777
start-u
develorp))ing
accredited A

Source:author’s own construction

The three interviews indicated that the originad appropriate aim of the Pole
Programme was to give a chance to as many orgemsads it is possible to initiate and to
develop a cluster, but the intervention and thauireqents of the calls resulted in non-
sustainable clusters. The logic the programme tsedvard subsidies and to operate would
have been more helpful if well established clustératives had already been operating in
Hungary with years of cooperation between the mesbe
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According to Mr Attila Nyiry the whole cluster subvention framework was designe
to foster only a certain type of cluster, and thiss not favourable because other types of
clusters (without significant export capability, EMnembers or research orientation) were
excluded from the programme while the new clustératives were indirectly forced to set
up their team in conformity with the requiremergganyi (2008) predicted similar problems.
Moreover, the four stages of the cluster develogroenception were not readily adaptable to
the cluster life cycles in Hungary, as there waspraxtice for cluster-like cooperation, nor
need for subsidies to finance joint investmentstamt-up clusters.

Another important question during the interviewsd ghe work on the statistics of
cluster projects was the following: Why were theoefew clusters applying for development
stage call in 2011? Why were the start-up clustétbe 2008 call not able to submit a project
proposal for the development stage call in 2011€ dibster life paths and development are
shown in Table 3 and Table 4.

Two interviewees gave me the same answer thatigieel:

- If a cluster submitted a project to the developneatl the mandatory joint investment
would put too many administrative burdens ontodbmapanies concerned, and the term
joint investmentind clusteris not well defined and elaborated in the Hungaftegal
regulation.

—  The cluster members (companies and others) coulfintba good solution as to handle

the preceding problem because of the low levelusittoetween each other.

Table 4. denotes that there were only 4 clustethenwo examined regions that had
approved projects in both of the calls. It is tle&lopment path of the North Hungarian IT
Cluster and the HUNSPACE Hungarian Space Clustath(highlighted in bold and italic)
which reflect the best the Pole Programme conceptizese initiatives started as start-up
cluster in 2008, continued as developing clustezdml, and the IT cluster was accredited in
2010.

6. Conclusion

Based on the statistics on submitted and approlustiec applications in the two regions
| found that the Pole Programme financed several dester initiatives. In terms of the

® Executive officer of NORRIA North Hungarian Regarinnovation Agency Nonprofit Ltd.
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spatial distribution, the most of the applicantmedrom the relevant regions; there was only
a small fraction of was extra-regional organisatigNH: 18%, NGP: 11%). In 2011 this
concentration was weakened. The share of regoamdte cities is high, but this decreased in
both regions on the call opened in 2011. The appticlusters (except one) had no members
from foreign countries.

Generally 87% (27 out of the 31) of the newly fodratusters approved in 2008 from
North Hungary and North Great Plain did not proceadhe predefined development path of
the programme. According to the 3 interviews, th@mreason was the a) mandatory joint
investment required on the second stage of clasteelopment (there were no local need for
such a support), b) the strong requirements foti@pygs to have innovation and research
profile and c) the missing strong links and trustiieen the cluster members.

My future study is to continue the interviews tgpart or refute the statements above,
to collect direct information from companies, ara ibvestigate what happened to the
remaining clusters that applied only in 2008 or 2y completing the previously mentioned
interviews and a questionnaire with cluster mamageam seeking to answer whether
circumstances are suitable for cluster-based ecgm@velopment in Hungary, which clusters
are functioning well and prospering despite thebfgms outlined in this study, and what kind

of intervention do the Hungarian cluster initiasweeed to be successful.
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8. Analysis about Hungary's Attractiveness to Inve®rs with Particular
Regard to Foreign Direct Investments

Adrienn Tarr6 - Andras Kramli

From the beginning of the 1990s Foreign Direct btweents (FDI) inflows have always played an
important role in the Hungarian economy. The siatdid not change even though the inflows and
the stock of FDI have been decreased for the kst fears. Hungary as a small open economy
depends heavily on foreign capital and foreign cliievestments.

However foreign capital and foreign direct investise inflows enter the countries under
prosperous market, political, economic, social dedal conditions. These factors have a growing
significance during the economic and financial iridResponding to the challenges of the economic
recession more and more countries are seeking poowve their ability to attract capital because the
foreign direct investments are defined as a keyofaof economic growth. The question is which
factors are improving Hungary's ability to attracapital?

In the first part of the studydecisive factors will be revealed contributing docountry's
competitiveness and ability to attract capital.the second part these factors will be analyzedteela
to the Hungarian economy. In the study we desadrae problems of emerging economies such as
the existence of the dual economic structure, ttenpmenon of stagflation, the high tax burdens and
low wages all with regard to Hungary. Furthermotewiill be analyzed how the low-wage jobs are
promoting Hungary's attractiveness to investorsthie conclusion our proposals will be formulated in
order to retain as well as improve Hungary’s atttigeness to investors.

Keywords: FDI, Hungary, competitiveness, econonevth

1. Introduction

In the years of the crisis countries must endeatmuncrease their competitiveness in
order to attract capital. The main question in swudy is which countries are attracting an
influx of capital and foreign direct investment? &¢hmust a country do in order to attract
capital? In this study we try to answer these qomestin relation to Hungary. We analyse
Hungary’'s and ability to attract capital througheign direct investment, and examine the
principle factors involved comparing with CentradaEast-European countries.

Foreign Direct Investment (FDI) is a very importéattor in the Hungarian economy.
Some authors (Szanyi 2004, Artner 2003, Antalée8ass 2002) have demonstrated that FDI

grew the profitability and productivity of the Huagan economy and was crucial to the

! This research was supported by the European Umidrce-financed by the European Social Fund in frafne
the project "TALENTUM - Development of the compleandition framework for nursing talented studerits a
the University of West Hungary" project ID: TAMORI-2. 2. B - 10/1 - 2010 - 0018.
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recovery of the economy. The biggest problem fading Hungarian economy is that
Hungarian corporations could not connect succdgsiuth multinational corporations.

In most cases we can say that Hungary is well placehe field of competitiveness
because it already has a high level of succeseftdsiment and the investors are mostly
satisfied. At the beginning of 1990s Hungary usethynmethods to attract FDI, for example
subventions, reduced taxes, low labour costs, egal Istability. However Antaléczy (2003)
wrote that stability of economy is the most sigrafit factor in attracting FDI in any country.
Her study is based on a number of interviews amdinterviewees said that nothing is as
important as stability of economic policy. Thostemmiewed said that it is attractive when the
concurrent foreign investor is in the host country and their experiences of investment are
positive. But how can Hungary still profit from F@hd how could it attract more foreign
capital? This study tries to answer these questimusit is very difficult to do so because the
concept of competitiveness is used to explain eteof factors.

The key question is what is the fundamental matwafor a firm to go abroad? Until
now, there was a general consensus among the &xgethe question of why multinational
companies invest in specific locations. The viewswiat MNCs are mainly attracted by
strong economic incentives in the host economié® most relevant of these are size of
market and the level of real income, with qualifica levels in the host economy, the quality
of infrastructure and other resources that suppaspecialize efficiently the production, trade
policies and political and macroeconomic stabiéiy other central indicators (Blomstrom —
Kokko 2003). More than 100 countries provided vasi&DI incentives in the mid-1990s, and
dozens more have implemented such incentives $irece— today few countries compete for
foreign investment without providing any form ofbsentions (UNCTAD 1996).

2. Explanatory theories of Foreign Direct Investmets

The theories explaining FDI flows were looking fan explanation of what factors
influence their production in foreign countries. kkiag capital theory had a major impact on
the development of explanatory theories of inteoma trade. In the following article we
show how the main theories explain the flow of fgmedirect investment. The earlier theories
(for example the Froot-Stein model) suggest thaewkhe impact of the change in the
cyclical FDI is expected to be favourable comparnogag forward their investment, while

investment is delayed by an unfavourable envirorirfidielsen et al. 2010).
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2.1. Porter — diamond model for countries

National competitiveness has become one of theagureoccupations of government.
Yet for all the discussion, debate, and writingta topic, there is still no persuasive theory
to explain national competitiveness (Porter 198@yter (1990, p. 87.) believes th#té only
meaningful concept of competitiveness at the natilmvel is productivity (...) and the ability
(to be competitive) depends on the productivityrwihich a nation's labour and capital are
employed

Figure 1Porter’'s diamond model for competitive advantaiyeadions
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In our study we demonstrate that it is not necdgsgiue, for example: Hungary has
among the Visegrad countries the biggest FDI sbatkve have not so high productivity than
the other countries. Porter's diamond model, itatghg competitive advantage among
nations includes four determinants which influetiee competitiveness of states. We think so

that the competitive advantage of nations is morapgiex and includes several factors.

2.2. OLI paradigm

“None of the general theories of FDI have been dblesatisfactorily explain the
international activities of firms. A candidate fargeneral theory of FDI is Dunning’s Eclectic
Theory, which is based on the OLI paradigidoon — Roehl 1993, p. 56.).
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The eclectic theory is a mixed theory and is basettansaction cost theory. The three
components of the OLI paradigm are ownership sjge@fivantage, location specific
advantage and internalization specific advantageation specific advantage depends upon
the existence of raw materials, wage levels, ard ekistence of special taxes or tariffs
(Dunning - Lundan 2008)

Three forms of international activity on the paftammpanies can be distinguished:
export, FDI and licensing. According to Dunning,otdifferent types of FDI can be noted.
First, that which occurs in order to establish asd® raw materials. Second, market seeking
investments, which are made to enter an existingk@har establish a new market. If the
ownership specific advantage is weak and the logatpecific advantage is strong then more
foreign direct investment flows into the host eamyo(Dunning 2000). In the second part of
our study we show that Hungary has rather locasipecific advantage (for example: low
wages, well trained labour supply, middle-high protdsity, low prices, opened economy
therefore high-level international economy).

“The eclectic paradigm of Dunning has more explatyapower than others because it
uses more variables, not just ownership advanta@@son — Roehl 1993, p. 59.).

We are not attempting to describe the often citechgn’s product life cycle theory and
Ozawa’s phase model in detail. We only refer to fdet that Vernon’s product life cycle
theory explains the flow of capital from develogmuintries to developing countries, and that
Ozawa’s phase model explains investment factorevdsst the developed and developing
states.

2.3. Advanced Factors of Location

Buhmann and his co-authors (2002) wrote in theislipation about more advanced
factors of location. These factors influence theislens of company owners and have the
following fields: performance, market factors, gmwduction factors. Every field has three
groups: monetary, non monetary and quantitativenetds. The performance consists of
productivity, costs, soft facts of performance,qass goods and sighed revenues. The market
factors are potential profit, attractiveness of kegr situation of rival companies, constraints
of trade, market structure and strategy of comipetitThe production factors are costs,
incentives, infrastructure, availability of prodiaet factors, and quality of infrastructure
factors, social culture, political factors, and dedactors. Transnational or multinational

companies will only invest if the host country ifosg in these factors. A country's
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competitiveness has a significant impact on it®ifpr trade policy as in Hungary too. In

recent years, more and more countries have lilzexhliheir trade policies in order to increase
their ability to attract capital. Even during theays of financial crisis abolished customs
duties, quotas and free passage of foreign goodlscapital were increasingly a measure of

competitiveness (Blomstrom — Kokko 2003).

3. Empirical evidence

International comparisons are made with regarddientries’ competitiveness using
various indicators to establish a ranking. The toast well-known comparisons are those
provided by the IMD and the World Economic ForurheTcountry competitiveness rankings
are published every year, which makes it possiblexamine the relative position of a
country by international standards and to see wiédhors have improved or worsened
competitive ability over the course of the past ryed@his study first shows the
Competitiveness Rankings from IMD and then the cetitigeness rankings of the World

Economic Forum.

3.1. IMD Competitiveness Rankings

Figure 2 demonstrates the competitiveness of Vakgountries between 2006 and
2012. As we can see Hungary’'s competitivenessdsced during these seven years but
Poland is the exemption among the Visegrad nasomse its competitiveness has increased
over the period in question. The period betweer628f 2012 saw the greatest improvement
for Poland. The Slovak Republic by contrast suffetike most intense reduction over the
same period. The Czech Republic has similar vahoesss the period, between 28 and 34,
and did not see such significant changes. Withoteet of the global financial crisis there
was a drop in values for the majority of countries.

This competitiveness ranking includes the followirfgur factors: economic
performance, government efficiency, business efficy and infrastructure. We would like to
analyse the indicator “economic performance” inatge depth because we think so that this

indicator is the most important.
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Figure 2Overall Competitiveness Ranking in Visegrad caest(2006-2012)
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As Figure 3 shows, the Visegrad countries have défgrent economic performance
values. Economic performance includes domestic aogninternational trade, international
investment, employment, and prices. In the caseanomic performance” Hungary’s rank
is greatly reduced as it is in overall competitess. The other countries have similarly weak
data. In this category of performance the SlovaguRéc once again has the weakest ranking,

and again in this field Poland has an improvedtpsi

Figure 3Economic Performance Ranks in Visegrad countrie8§2012)
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When we look at the performances in the case ofgAiynwe can establish that the
biggest failure is in the field of infrastructurecamore moderate declines occur in the field of
business efficiency and government efficiency (€at). The infrastructure performance
includes the following factors: basic infrastruetutechnological infrastructure, scientific
infrastructure, health and environment, and edanatiOne of the biggest problems in
Hungary is that the R&D (research and developmientglation to GDP is too low. Figure 4
partially confirms our observation (see for examible factor “Education”). The Hungarian
R&D rate was 1,20 per cent in 2011. This proportias the lowest in 1996 and it signifies
0,64 per cent of GDP (Central Bank of Hungaryjs lgrowing slowly from year to year but

the growth remains low.
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Table 1All indicators ranking of Hungary

Indicators Ranking 2008 2009 2010 2011 2012
Overall Competitiveness 38 45 42 47 45
Economic Performance 39 33 40 44 35
Government Efficiency 47 50 51 52 51
Business Efficiency 45 52 a7 50 49
Infrastructure 27 33 35 35 35

Source:www.worldcompetitiveness.com

Figure 4 presents the World Economic Forum data ceonng Hungarian
competitiveness. It shows that Hungary's strengties in the fields of international trade,
international investment, prices, business led@tatand education, and we have the weakest
value in the fields of domestic economy, employméstal policy, international framework,

finance, attitudes and values and scientific inftagure.

Figure 4 Competitiveness Landscape of Hungary
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Hungary is a small country with many neighboursréfiore international trade is
important and attractive in our situation. On tloenlepage of World Competitiveness Online
we can see the data regarding the competitiverfeBsimgary. And here it was established

that Hungary's competiveness reduced. Hungary'kingrfell from 38 in 2008 to 45 in 2012.
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Every year the World Economic Forum produces a @ldbompetitiveness Report. This
report provides a ranking for all countries. Hunygaurrently has the rank of 60.

If we analyze the absolute data from the inflowFofeign Direct Investment, we can
see that in Hungary at the beginning of the 198@setwas a big increase, and there was a
further increase in the post-millennium years. Befthe early 1990s there was very little
FDI. At the beginning of 1990s there was a higrelexf privatisation and as a result there
was a heavy influx of foreign capital to HungaryurCcountry was very successful and a
popular location for investors. Later the inflow 6Dl fell, and dramatically so towards the
end of the 2000s. At this time Hungary’'s populaasya location for FDI fell.

Poland is exemption in absolute terms due to zis, $iut relative to GDP the ratio is the same
as the data for other countries. When we comparéotlr countries’ data the Slovak Republic
has a lower inflow and the Czech Republic has hédrigDI inflow.

Finally when we look at FDI as a percentage of GB&mgary has the greatest rate of
the Visegrad countries. In the years of economgiscthe data shows decreases for of these
states. It demonstrates that Hungary is more opdoreign investment state that the other
countries and it depends very heavily on the weddnomy. This data is not surprising
because UNCTAD publishes a yearly working papeaitiey the international rate of foreign
investment for all countries and in 2004 it wratatt Hungary ranks"6in the world of the
countries most open to foreign investment (UNCTAIDA2).

Figure 5FDI stock in per cent of GDP in Visegrad count(iz807-2011)
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Poland the highest figures for absolute value, beedt co is bigger than the other
countries. In Slovakia FDI does not play such apdrtant role as in Hungary or the Czech
Republic.

Until the year 1999 a total of 19.276 million doda=DI came into Hungary exclusive
of reinvested profits. Hungary occupies a promingosgition in the Central-East European



Analysis about Hungary's attractiveness to investor 109

Region (Antaléczy 2003) when it comes to FDI. Bubalv is Hungary's strategy for
investment promotion? Hungary uses many methodsm¥@stment promotion. For example:
tax exemption, reduced preferential taxes, subeentof government for investors.
Government subvention was prevalent in the 199Qd. ®ibvention in other European
countries is lower. Hungary tries to be free ofcdmination and to follow a policy of
transparency.

The majority of studies about Hungarian investnmoimotion assess all multinational
companies in the same way and do not make digimctbetween the companies. The
European Commission (2013) published a working pateut the Hungarian economy,
growth potential and tax system on™April. It wrote that Hungary's recovery has beée t
weakest among the Visegrad countries since the 286&ssion and the marked decline of
inward direct investment over recent years contetuo the stagnating total stock of net
foreign direct investment. The substantial FDI stweents (around 2% of GDP) into the
automobile industry have already begun to improvevih improve productive capacities in
the automobile sector (by some 50%) in the comiegry. The rate of total investment
(including domestic, foreign and government invesith has decreased to around 17% of
GDP.

Figure 6 GDP per hour worked as % of USA (USA=100%, 2011)
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Porter wrote that productivity is very importantdompetitiveness. Therefore we show
the indices of productivity in our example: GDP peur worked as a percentage of the figure
for the USA (Figure 6). In this comparison Hungags an unfavourable situation. Hungary
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has the weakest data and Slovenia has the strongigire 7 is also connected to

productivity.
Figure 7Labour productivity growth in the total economy
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Figure 7 shows the labour productivity growth iegh five countries. In the early 2000s
and from 2008 to 2009 Hungary could increase fisiehcy. In 2009 because of of crisis the
productivity of all countries, with the exceptiohRoland, decreased. It is very intresting that
the productivity of Poland did not decrease. Trggeér falling had the Slovak Republic and
Greece. In the next years all the countries ineabeir rates of productivity. Hungary
reached about 1,5% but in 2011 productivity waselowgain. In comparison to other
countries Hungary has average values but it is tabkxecute and produce to higher levels.
We can see this in the earlier years where the throiwproductivitiy was more than 4-5%.

Szanyi (2004) underlines that Hungary should be #&blbenefit in the fields of wages,
taxes, domestic recources, domestic market, rdseat development (R&D) and stability of
suppliers. Szanyi believes the earlier realizeditpes investment influences the future
decisions of investors in a positive way. Hungaryust bring knowledge-related
competitiveness into focus and needs to establggiod image.

It is a big problem too that middle-size comparaes not operating in Hungary just
small-size companies and some bigger firms. Tha@@oe structure is dual: first there is a
domestic part of the economy and secondly theemagher part with a closed or “enclave”
character. The first part is mostly developing, amat so productive and the second is
developed and more productive. These parts havearotection and the developed sector
can not enhance the low-developed sector.
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Figure 8 Average monthly gross earnings in US$, 2011
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As stated above lower wages are the one benefitoofpetitive advantage. When
compared to other European countriggure 8 shows that Hungary is in the middle. The
lower developed countries have lower average wdgjesakia, Poland and Czech Republic
don’t have significantly higher values. In almo#it@untries in this region there are lower
wages and this is one of their strengths from thatpf view of foreign investors.

The exception is Slovenia because it depends ledsreign trade and foreign direct
investment, and has a more stable domestic econAisg.in this aspect Hungary has no

greater advantage than the other countries ineiinem.

3.2. Credit Rating

Finally we show the role of credit rating. Intenoagl credit rating organisations have a
major influence on a country's external image. €hesganizations classify countries
according to their credit rating, and all data asdd on the economic situation. If a country's
credit rating is reduced it has knock on effectsisTmeans transnational corporations may
decide not to invest in the country of destinati@sed on this information alone, when the
impact of investment could be highly profitable.idary's credit rating has deteriorated in
recent years. The three major credit rating comggarfMoody's, Fitch, and Standard &
Poor’s) all downgraded Hungary. Hungary's long-téoneign currency debt is classified in
the negative, and is projected to be negative. &Hasts, unfortunately, have a negative

impact on investment decisions (Central Bank of diéug).
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4. Conclusion

In this study we tried to analyse the competiticlvamtages of Hungary. Although
Hungary is found in a good position regarding isnpetitiveness, economic performance or
FDI stock compared with Poland, Slovak Republic @mkch Republic, the tendencies are
more threatening. The crisis influenced Hungarglgaamtages markedly. The high FDI stock
means at the same time a high exposure for the &fiamgeconomy which could be one
factor contributing to the uncertainty for investoAccording to the figures since 2008 the
negative tendencies are significantly more notieabHungary than in the abovementioned
countries. In the competitiveness ranking Hungag & weaker position than previously. In
this uncertain situation it is most important topmove Hungary’s economic and political
stability. We think that it is not in a significaytdifferent position to other Central-Eastern
European countries and we could promote our adgasthetter and more efficiently.

The biggest problem in Hungary is to achieve coitipehess via lower wages. Low
wages are the barriers of creating workplaces Wwitiher added value, because the well-
trained workforce is rather going to West-Europeauantries. However this is not the most
important factor to investors, it results in pafifact the phenomena of brain drain and in the
long run reduces the chance to increase produgtiedmpetitiveness as well as economic
performance. Hungary has good production resouraegist lesser resources when it comes
to trained labour. We must create a knowledge-basetkty, influence the rate of research
and development and develop knowledge-networkss& Feectors could grow our advantages.
At the end of our working paper we think so thag #DI stock and the competitiveness is
related but not significant.
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9. Measurement Approaches of the Competitiveness tife Hungarian
“City-Region” by International Attempts

Sarolta Noémi Horvéath

In recent decades, thanks to the strengtheningatfagjization the economic and social procedures
have been transforming. The local economic devetoprineories came to the front pointing to the
fact that city-regions have decisive role in ther@gase of competitiveness. Therefore, numerous
researchers aim to elaborate such analysis methmdsvhich the competitiveness of a certain
territorial unit can be measured. In this way thegn facilitate and raise the competitiveness of
territorial units by the elaboration of strategiteps based on their competitive advantages.

This study investigates those methodological approaches bighathe competitiveness of city-
regions can be determined. The competitivenessitpiragions can be measured by different
indicators. In this study, we will overview six émationally recognized index systems with
benchmarking method. Then we will try to adapt emaluate them for Hungarian circumstances.

Keywords: “city-region”, urban development, compiggness, measurement approaches

1. Introduction

In recent decades, thanks to the strengthenindobiltization the economic and social
procedures have been transformifbe strongest process in the transitional econanttie
local level coming to the front. The local econordevelopment theories have came to the
front pointing to the fact that cities and city-i@gs have decisive role in the increase of
competitiveness.

The OECD and European Commission have adoptedliog/ing approach to defining
city regions (EC 2011): (1) a city consists of amremore municipalities, (2) at least half of
the city residents live in an urban centre, (3udmn centre has at least 50,000 inhabitants, it
consists of a high-density cluster of contiguotisl gells of 1knf with a density of at least
1,500 inhabitants per Kmas well as filled gaps, (4) if 15% of employed plediving in one
city work in another city, these cities are combin@to a single destination, (5) all
municipalities with at least 15% of their employesidents working in a city are identified,
(6) municipalities sharing at least 50% of theirdsy with the functional area are included.

! Present paper is supported by the European Umidrca-funded by the European Social Fund. Projget t
“Broadening the knowledge base and supporting timg lterm professional sustainability of the Redearc
University Centre of Excellence at the Universitfy Sreged by ensuring the rising generation of éentl
scientists.” Project number: TAMOP-4.2.2/B-10/1-2a1012
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Using the latest definition of OECD-EC once allesthave been set, a commuting zone
can be determined based on commuting patterns usegfollowing steps (Dijsktra —
Poelman 2012): (1) if 15% of employed people livingone city work in another city, these
cities are handled as a single city, (2) all myatties with at least 15% of their employed
residents working in a city are referred, (3)mupedities surrounded by a single functional
area are included and non-contiguous municipaléresdropped.

Seeing the similarities between the definitionsagaclude that the larger urban zone
consists of the city and its commuting zone.

The differences between the state of economic dpwetnt of city-regions in terms of
welfare and living standards are well known. Theyation and economic position of some
cities are increasing in the context of global ceftitpn while other cities are suffering from
economic decline. Therefore, one of the most ingmirtresearch fields in the frame of
regional studies is the elaboration of such anmad{tmethods by which the competitiveness
performance of city-regions can be measured andpaced. That is why in recent years
several decision-makers and analysts have triedetelop such indices, which join the
outstanding indicators as a comprehensive measutefigese indicators could quantify the
performance of the given territory, facilitating agell as raising their closing up and
competitiveness by elaboration of strategic stegseth on the competitive advantages of the
given territory.

This study analyses those methodological approachi@®ugh which the
competitiveness of city-regions can be determi¥d. have overviewed six internationally
recognized index systems with benchmarking methaging special attention to those
indicators, which are crucial for determinationtb& overall competitiveness of the given
city-region. Then we have tried to adapt and evaltizem for Hungarian circumstancége
are investigating those drivers such as populapooguctivity, employment, unemployment,
qualification, connectivity and innovation. To swp we will underpin with some remarks

the usefulness and role of the measurement of ditimpeess.

2. Measurement approaches of the aompetitivenessafy regions

In this chapter, those methodological approaches examined by which the
competitiveness of city regions can be determitésing the most significant international
index systems special attention is devoted toridecators which vitally determine the whole

competitiveness of the given city region. Despite telative popularity of the term, there is,
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surprisingly, a lack of consensus about what isnhbg the competitiveness of regions and
cities.

According to Parkinson and his co-authors (200319) follows Michael Storper’'s
(1997) definition that, urban competitiveness cardbtermined adlie ability of an economy
to attract and maintain firms with stable or risingarket shares in an activity, while
maintaining stable or increasing standards of lyifor those who participate in it. The
competitiveness of cities is not just about themme of firms but also about how that income
goes to residents. And competitiveness is diffdremt competition. Competition can be a
zero-sum game, in which if one city wins anothee$o By contrast cities can all increase
their competitiveness at the same time, so thafciiks and the national economy can
simultaneously grow and benéfit

They explore and assess ten potential charactsrisfia competitive city as follows:
strategic transport and connectivity, a city centieEuropean distinctiveness, facilities for
events, development and innovation, effective gewee, cultural infrastructure, high
quality residential choices, environmental respbigy, diverse society, and highly skilled
workforce.

According to the bibliography a couple of methodsdbeen elaborated for measuring
the competitiveness of city-regions (Gardiner et28l04, Lengyel 2004, Lukovics 2008).
Experts say that the best model is Lengyel's (2@0®4) pyramid model that reclines the
development of the regions using the experiencesi@fessful regions.

In the field of regional science many known reskars have taken and have built on
the logics of the model (Berumen 2008, Gardineralet2004, Resch 2008, Snieska -
Bruneckiené 2009).

Using the logic of the pyramid model and takingcomsideration the characteristics of
the cities, Parkinson (2006) has analyzed the cttivemess of the cities in the United
Kingdom (Figure 1).

Porter also underlines that wealth is created etnticroeconomic level and it is in the
ability of firms to create goods and services usmmgductive methods. The sound fiscal
system, the good monetary policy, an efficient legystem can help greatly in creating
wealth but they do not create wealth in themse(Rester 2004).
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Figure 1 Conceptualising urban competitive performance
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Global Urban Competitiveness Report has been langckince 2004. Those are
empirical studies of the competitiveness of 50&siaround the world. It ranks cities in the
given countries by their size and economic sigarite. The report is useful by itself but
especially for the decision-makers who are leadiitigs over the world as it can show
direction in the field of strategic economic plampiand realization. The data have been
collected by the assistance of UN, World Bank, INDECD as well as national statistical
offices. The need for having comparative data wasngwhile indices had to be restricted to
nine areas, which are related to GDP, prices, dropdtents and employment. A theoretical
analysis has been made in the frame of GUCR (20d@0th looks at drivers such as
population, productivity, employment, qualificatsoand certain other social indices

Urban Audit is a joint effort by the Directorates@al for Regional Policy and
Eurostat to provide reliable and comparative infation on selected urban areas in Member
States of the European Union and the Candidate tGesinin the mid-nineties, the need for
comparable information on European Agglomeratiores iormulated which led to the
implementation of the so-called Urban Audit Pild¢taBe, targeted to measure the quality of
life in towns and cities through the use of a sengét of urban indicators and a common

methodology, in May 1998. Urban Audit includes varigle range fields of competitiveness
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indicators such ademography, social aspects, economic aspects, iavatvement, training
and education, environment, travel and transparpimation society, culturandrecreation,
perception indicators

The OECD (2006) report studies the 78 largest melgmns with more than 1.5
million inhabitants and more. According to OECD egsful cities attract talented young
well-skilled workers, are centres of innovation askrepreneurship and are competitive
locations for global and regional headquarters. piteximity of universities to research and
production facilities mean that cities are wherewn@roducts are developed and
commercialised.

Simmie and Carpenter (2008) argue that a combmatfcevolutionary economic and
endogenous growth theory provides a convincingaeqtion for the judgement of city-region
competitiveness. Evolutionary economic theory idest the adaptive and innovative
capacity of urban and regional economies. Endogegoawth theory focuses in particular on
the elements needed to adapt in such an economegeTihclude investment in human capital
and the innovative milieu.

Since 2001 the Beacon Hill Institute publishes ledts report that examines the
competitiveness of 50 states of the United States 48 metropolitan regions, with given
indicators (BHI 2011). The BHI competitiveness irde ground for a set of 44 indicators
divided into eight sub-indexes as the followgjovernmental and fiscal policy, security,
infrastructure, human resources, technology, bussneincubation, openness and
environmental policy(BHI 2011, p. 8-9.). As a result we can see ateorof rank between
these states and metropolitan regions, based aothpetitiveness of the indexes.

In Table 1 we compare the internationally acknogksti competitiveness index
systems, which were presented formerly, and we sitgo those indicators which appear in
the given index systems. In this way, we can se&lwhre the indices most frequently
appeared, assuming that those can express the tvepess of city regions supremely.
Most of the indicators and indicator-groups presdnt Table 3 could be used in Hungarian
circumstances as well.

In the last years there have been numerous attdimpteeasuring and comparing the
performance of the competitiveness of city-regidigforts have increasingly focused on the
development of composite indices, which combinevaglt indicators into one overarching
measure. Such indices and rankings attract widespmgtention in the media and could be

regarded as a potentially useful means of helpingd, policy-makers and institutions to
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assess the performance of their economies in caabpar(i.e. numerical) terms, and to

undertake appropriate remedial strategie®Berger 2011, p. 17.).

Table 10ccurrence of competitiveness indices in diffesanirces

Simmie — Urban
BHI OECD GUCR Parkinson
Index Denomination Carpenter audit
(2011) | (2006) | (2010) (2003)
(2008) (2004)

Governmental and Fiscal Indices
GDP (total, per capita, per Kn + + + + + +
Increase of productivity + + + + + +
Safety
!\Iumb_er of crimes per 100.000 + + + +
inhabitants
Infrastructure
Number of air passengers per inhabitants + + + +
Transport, connections, average + + +
commuting time, tourism
Households, average rental of |a

: + + +
flat/office
Human Resource
Rate of population growth, gender + + + +
balance
Proportion of ISCED 5-6 degree in the + + + + +

population above 25 years old (%)
Unemployment rate (%) + + + + + +
Number of students in higher education

per 1000 inhabitants * i *
Postnatal mortality per 1000 births, life + + +
expectancy

Technology

Innovation, number of patents per

100.000 inhabitants i T+ * * " "
Business Incubation

Number of firm establishment per + + + +
100.000 inhabitants, bankrupts

Openness

Per capita domestic/foreign direct + + + +
investment (R&D)

Nationalities, proportion of population + + + +

born abroad (%)
Environmental Policy
Waste management, energy use,
emission of greenhouse gases (million + + + +
ton carbon equivalent/1000 Kn
Source:author’'s own construction

According to Gordon (2011, p. 36.prie factor in the eventual rise of territorial
competition here seems to have been recognitidnttiain a Single European Market where

urban services became freely tradable urban competiess became a matter of national
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economic interest Within Hungarian circumstances, GUC and Urbardihsystems could

be used perhaps in the most appropriate way. Taetaimn almost all indicators appearing in
other examined methods as well as apply speciaasdo express the territorial uniqueness.
The other methods are used for states or spegw@n® which could not be easily adapted to

Hungarian conditions.

3. Settlement particularities in Hungary

In this chapter we present that taking in consii@nathe special space structure of
Hungary, which are those areas that could be d#fxe “city-regions”, based on the
internationally accepted terms. After we try to @ptddo these settlement groups the
competitiveness indicators, taken from the inteomailly recognized methods.

After the World War 1. the geographical realignmeatused by the Trianon Peace
Treaty as well as significant changes in farmingtays during the twentieth century were
affecting the network of Hungarian settlements. 8a@attlements were developing towards
while others were stagnating. Some areas have tmeaining without towns. Therefore,
neither core cities nor larger urban zones exishast of the territory of Hungary unlike in
Western Europe or in the United States. Budapesppsoximately ten times bigger than the
average size of the 23 municipal towns. Besidesahthere are more than 200 middle-sized
and some hundreds of small towns and settlemdidgether 3154 in Hungary. In total, 328
settlements have the legal status of a town an® 28%e that of a village. Together 1097
settlements (34.8%) have less than 5000 while 8I%1%6) have less than 1000 inhabitants.
In Hungarian circumstances, those settlements eatohsidered as cities whose population
exceed the 50 thousand people (HCSO 2012).

Table 2 represents the distribution of Hungariaesifrom the viewpoint of their
population size. As it can be seen there are @nlycities in Hungary which have more than
50.000 inhabitants, this is the 29% of the totgbydation. If we add the inhabitants of the
commuting zones to the cities it results 49% ialtofhat is 21% less than the EU average.

The current demarcation of urban settlement-groups realized by the Hungarian
Central Statistical Office in August 2003 (Figurge According to that, there are 21 urban
settlement- groups in the area of the country. Uisan settlement groups can be ranged into
three types: agglomerations, agglomerating aredsettiement groups. These denominations

refer to the degree of interconnections among étiéements involved.
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Table 2The distribution of Hungarian cities in terms béir size
S M L XL XXL Global city . Larger
(50.000- | (100.000- | (250.000- | (500.000- | (1.000.000-| (5000.000- C:;';S Cot;nnu;ng urban
100.000) | 250.000) | 500.000) | 1.000.000)| 5.000.000) ) zone
Number of cities according to the size of their urhn centre
Cities by urban centre size in population
Hungary 5 4 0 0 1 0
EU 410 261 71 38 24 2
Share of population per country per city size and ammuting zone, 2006
Hungary 53 6,9 0 0 16,8 0 29 20 49
EU 7,6 9,4 51 57 9,6 2,8 40 22 62

Source:author’s own construction based on DijskirBoelman (2012)

The cities of Hungary are incorporated in agglomens, agglomerating areas and

settlement groups. There are 4 agglomerations, gloagrating areas and 13 settlement

groups. Hungarian Central Statistical Office gaghdifferent kinds of territorial indicators in

reference to these urban micro-regions in each. yEa most relevant and internationally

recognized competitiveness indicators have beettssl.

Figure 2 Agglomerations, Agglomerating regions and Settletrggoups in Hungary
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Table 3 represents the data compiled from thetlagggonal statistical information of
Hungarian Central Statistical Office. In the datdahere are much more indices which, due
to their high number, could not be shown totallyhia frame of present study.

Table 3Selected competitiveness indicators of Hungari@am micro-regions in 2011

Natural Rate of job- Higher Discovered Registered
. seekers Number of  Dwellings educational publicly corporations and . tourism Passenger
n dcgcef:,fsgr registered tax-payers built per institutions indicted unincorporated uncitztegrr]?en nights cars
Denomination or over 180 days  per 1000 ten students crimes enterprises thoupsand
thoFLsand inhabitants, - thou_sand inhabitants
inhabitants T population” 2006 inhabitants . P h d per
of working pert ousan number pert ousan thousand thousand
age, % inhabitants inhabitants inhabitants

AGGLOMERATIONS
Budapest Centre -3,4 2,1 433 18 80 6194 220 62 191 122 326
Budapest agglomeration,
total -2,3 2,1 436 23 60 5 336 198 56 239 896 337
Gysr agglomeration, total -2,0 1,7 492 11 71 5333 160 56 12 565 315
Miskolc agglomeration, total -4,5 57 425 5 58 4 400 129 56 28 058 264
Pécs agglomeration, total -3,6 3,7 435 16 115 4788 164 55 38 080 301
AGGLOMERATING
AREAS
Balaton Agglomerating area,
total -5,5 2,4 470 33 8 8472 245 219 1177277 386
Eger Agglomerating area,
total -2,7 4,2 476 12 97 5444 192 79 90 420 307
Szombathely
Agglomerating area, total -4,7 1,7 495 12 30 4080 154 53 17 343 340
Zalaegerszeg Agglomerating -3,8 65
area, total 2,3 501 9 13 5158 169 11 446 324
SETTLEMENT-GROUPS
OF LARGE TOWNS
Békéscsaba Settlement-
group, total -6,1 52 438 10 11 3008 160 82 39 229 284
Debrecen Settlement-group, -1,5 52
total 51 447 11 112 9471 167 18 478 290
Kaposvar Settlement-group,
total -3,5 4,4 451 4 34 4 800 167 57 3670 317
Kecskemét Settlement-
group, total -1,8 3,6 454 20 29 4 675 170 59 4298 335
Nyiregyhaza Settlement- 71
group, total -1,1 4,8 464 18 60 4 709 197 6 307 309
Salgétarjan Settlement- -9,6
group, total 9,2 420 3 5 5 300 112 61 5124 277
Sopron Settlement-group, -1,7
total 0,6 452 26 47 2701 141 63 35 054 364
Szeged Settlement-group, 23
total ! 2,7 445 19 114 6 763 164 61 31 426 279
Szekszard Settlement-group, 35
total ! 3,5 459 6 17 4 698 174 53 6 797 345
Székesfehérvar Settlement-
group, total -2,2 31 496 9 16 9 496 167 50 3 054 341
Szolnok Settlement-group,
total -3,8 4,4 469 7 24 5474 144 57 3071 276
Tatabanya Settlement-group,
total -3,9 2,4 465 7 5 4311 135 46 18 521 305
Veszprém Settlement-group,
total -1,0 2,3 512 19 83 4 433 154 56 4423 305
Settlement-groups, total -2,8 2,9 448 18 58 5 502 181 62 1794 537 323
National total -4,1 4,1 436 13 32 4524 165 56 3264 140 298

Source:author’s own construction based on HCSO (2012)

That is why | have chosen those indicators whiehthe most suitable to characterize
the competitiveness of Hungarian urban micro-regidn the meantime, the indicators in
Table 3 are also presented in Table 1 in some felovever, the internationally recognized
indicators cannot always be appeared in the samme ifo the Hungarian regional statistical
system. In these cases, | tried to find the mastlai as well as the most appropriate index.

For instance, several indicators present unemplaymage in Hungarian system. | chose the
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rate of job-seekers registered over 180 days wisclone of the most characteristic
unemployment indices.

Lengyel and Szakalné Kané (2012) determine fouesypf Hungarian micro-regions in
terms of their specific developmental phases sgcBuapest and micro-regions around it,
manufacturing micro-regions, university towns anthgeated urban micro-regions.
The Budapest Metropolitan Region is the econonycalbst advanced area of the country,
offering wide range of urbanization advantagescé&itine change of the political system, the
capital city managed to keep its leading position the economic development and
modernisation of the country in most respects (Kswt al. 2011, Lengyel — Szakalné Kand
2012). The suburban area around Budapest has edc@eople moving out of the city.
The weight of Budapest is disproportionately largéerms of the number of firms, as well as
regarding the number of employees and the revegearsrated by enterprises. It must be
emphasized that following the turn of the millermiuhe weight of Budapest steadily
increased.

Although, according to the classification of Lenggmd Szakalné Kand (2012) the
manufacturing micro-regions have significant FDdl axport performance as well as it can be
characterized by high employment but the laboudpetivity is quite low and foreign-owned
companies do not provide a broad supply base. Wsitygowns have excellent human capital
but they have not any remarkable export-orientdédrprise. The least competitive stagnated
urban micro-regions are surrounded by rural sett@gmin most of the cases having low-level

economic performance thus being quite vulnerabém@lyel — Szakalné Kano 2012).

4. Conclusion

The growing significance of city-regions originatés an ongoing process of
globalization, which puts considerable pressuresational economies and local political -
administrative systems to improve their positioraihighly competitive international context.
Under the globalization and localization, the depehent of economy and technology has not
only enhanced the roles of cities in global adwgitand local affairs, but also intensified
competition among cities. In the context of globaimpetition, some cities are increasing in
population and economic position, while some ciéies suffering economic decline.

The competitiveness and development of city regiange been analysed from different
scientific perspectives, in order to give an ansteethe following questions: How does one

city region create more economic activity and hemoee income for its citizens than others?
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What special characteristics or attributes leadgémerating this higher income? What
standard should be employed to determine whethbgy aegion is competitive or not? Indeed
why is it even interesting to measure competitigsfeHow does economic competitiveness
differ from intercity competition for workers, firsnand capital? These kinds of issues are
arisen when one tries to find the answer to thesjue how could urban competitiveness be
measured?

A city region can be considered to be competitivié has in place the policies and
conditions that ensure and sustain a high levekeofcapita income and its continued growth.
To achieve this, a city region should be able dgual attract and incubate new businesses
and provide an environment that is conducive togtlosvth of existing firms.

Taking into account some internationally recognizedex systems as well as by
selected competitiveness indicators from Hungariegional statistical system, we can

measure the competitiveness of urban micro-regions.
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10.The Role of Unemployment in the Regional Competiteness

Bettina Martus

By the emergence of the global competition regicoahpetitiveness becomes more and more important.
According to the Organisation for Economic Co-opiena and Development and the European Union, the
relative high rate of employment and incomes areegsary for competitiveness. Employment and
incomes are very important but we must not forgpat unemployment is one of the most significant
problems within the European Union nowadays. Rigimgmployment rates decrease regional living
standards and competitiveness.

Unemployment may have many causes. Different eigesphave different reasons to pay higher
salaries compared to the market clearing wage. Tegilts in reduced employment and a move away
from equilibrium. Higher wages may enhance labardurctivity - another reason for companies to apply
them. In my studyl will demonstrate different models to analyzepwwate decisions which can be the
reasons of wages being raised above the marketinteavage. My main aim is to study the role of the
unemployment according to the regional competitdgsn Most of the competitiveness gradations contain
unemployment as an indicator but what kind of itwds it? Have the employment and unemployment a
positive strong nexus on the regional competitigsra not?

Keywords: unemployment, EU, competitiveness

1. Introduction

Unemployment presents a significant issue in séwkneeloped and developing countries.
The number of young as well as permanent unemplpgegle is remarkable in more countries
of the European Union. Although several regional ererregional program and objective were
established to resolve the problem, the desiregteffas not been achieved. So why is this such
an important question, why do we have to deal withBecause it is not only the people’s
subsistence and standard of life that depends, dwitalso the regional competitiveness which

serves the regional economy development.

' Present paper is supported by the European Unidncarfunded by the European Social Fund. Projeiet ti
“Broadening the knowledge base and supportingdhg term professional sustainability of the Rede&iniversity

Centre of Excellence at the University of Szegedehguring the rising generation of excellent st Project
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The regional differences became more pronounceHungary at the beginning of the
1990s - after the change of the political systemaniipeople could not find jobs, production
relapsed, the economic structure was transformedhiittzer 2000). Since the 2000s and since
Hungary’s entry into the EU in 2004, the conceptagionalism and regional competitiveness
gathered more ground. Raising competitiveness amgoyment are among the main objectives
of the European Union. Already the Lisbon stratégybe accomplished by 2010) indicated: the
European Union is to become the most competitive most dynamically growing economy,
increasing social efficiency and employment (EP@0Having failed to achieve this goal by the
target deadline, and revisiting the plans, the BR2Strategy was developed with the following
objectives: intelligent growth (knowledge and inaten), sustainable development (resource
efficiency, competitiveness) and inclusive growthieth ensures high level of employment (EB
2010).

Thus we can see that competitiveness and employooastitute a crucial element of the
international politics. But how do these two objees link together? My study first presents the
significance of competitiveness, one of its metniethods, and then | will look at unemployment
and its causes which bear a close relation to cotivemess. The correlation between
competitiveness and unemployment is studied throsigiistical methods in respect of the
NUTS-2 level regions as defined by the Europearolni

My research analyses economic activity, per ca@iRP and unemployment. | aim to
reveal the relationship between the three factersupposing that the economic activity is high,
the per capita GDP is also expected to increasehasmavill decrease the unemployment rate. But

is this really the case?

2. Defining and measuring competitiveness

The media talk more and more about competitivendeswonder, since with Hungary’s
entry into the EU in 2004, we have become the mesnbethe EU and consequently we aim to
achieve the common goals. With the establishmettie@European Union, the member countries
aim for the highest possible level of developmehiclv makes Europe competitive.

It is worth to get an insight into the history dfet EU, because the member states have

made several attempts to achieve national and niienal competitiveness since its
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establishment. Raising the Structural Funds (preshoERDF) constituted perhaps one of the
major milestones in the history of Europe becainse tresource ensures the realisation of the
political goals (Farkas 2000, Lengyel 2003). Wikle testablishment of the Fund the member
countries were to moderate the notable regiondérgiices thus balancing development and
growth in respect of the member countries.

Further significant step towards competitivenesseweaarked by the Amsterdam Treaty,
creation of the common single market as well as ltheembourg Summit in 1997 for the
amelioration of employment politics (Farkas — Var011). As formulated by the Union by
2010, the aim of the Lisbon Strategy is, as prestipmentioned, to achieve the most competitive
and most dynamically developing knowledge-based@ty, which, unfortunately, could not be
realised by the target date due to numerous reg¢&sh2010).

The means hereby listed renders only a small segmokrthe EU’s instruments of
competitiveness, however, they all intend to aahidevelopment, to increase employment, to
help enterprises as well as to increase the nuofleterprises, to lift the standard of life ofébc
habitants, to encourage R&D activity and to intégrquity. The EU 2020 Strategy is the most
recent objective of the European Union which setslar goals with the deadline of 2020 to
achieve competitiveness. We can see that commetéss is indeed the major aspect of the
different provisions, but what does this conceptlyamean?

In Lukovics’'s terms (2008, p. 8.), competitivendss ,the capability of enterprises,
industries, nations or supra-national regions torrpanently establish relatively high factor-
earnings and relatively high employment level wbhigéng exposed to global competitiohThe
competitiveness of the regions means the abiligetterate products and services which can be
sold at the national as well as at the internatibmaarkets while the citizens reach a an
increasing and sustainable standard oflifeengyel 2010, p. 118.). Regional competitiveness
means the acceleration of endogenetic developmbihworovides support for the enterprises
and reinforcement for their innovation potentiagigyel 2009, Lengyel 2010).

Several concepts of competitiveness use the expmssgstandard of life,” ,income,”
»Sustainability” whose base is certainly the utlibn of endogenetic resources. Such definitions
are embedded in the EU’s sixth regional reportthe European Competiveness Reports, in
Enyedi’'s concept of competitiveness, Torok's andoB® definitions (Botos 2000). These also

show that per capita GDP, labour productivity antplyment rate bear strong emphasis when
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measuring competitiveness since these factors fisignily influence the regional welfare
(Lengyel 2010).

After completing the empiricism of my study, | pesd with the Huggins-model (2003)
which is a three-level regional competitiveness eto@he first level includes the factors that
represent the inputs that are those which influestapetitiveness in the long run (enterprise
density, knowledge-based companies, economic gqtiviihe second level contains productivity
(with which we measure competitiveness) and thedtltevel represents the results of the
competitiveness (salaries, unemployment). Butlaesd factors really the ones that determine the
level of unemployment? Hereinafter, 1 will demoastr unemployment and its reasons,
furthermore, | will examine to what extent econoradativity and per capita GDP correlate and
how these relate to unemployment. As the factorelhyeexamined are included in numerous
indicators of competitiveness, these data are squpdo bear a strong interaction with each
other. Most indicators of competitiveness utiliseemployment as well when examining the
competitiveness of the regions, therefore it is tios indicator that define the level of
unemployment but t serves as a basis for it. Nbetss, in the present case unemployment is
not considered as an indicators defining unemploymieut as an output defined by
competitiveness.

The statistical data were collected for the NUT&@ions of the European Union. This
planning and statistical region includes areas \pitpulation between 800 000 and 3 millions,
out of which there are currently 273 in the Europémion. Data were downloaded from the
EU’'s official website, the Eurostat. | have exandingree indicators during my research:
GDP/capita (productivity), activity rate and unemyphent rate. As for the time periods, | have
surveyed three years: 2000, 2005 (years beforerisig) and the post-crisis 2010. The statistical
data for 2000 and 2005 are sometimes incompletgefibre these years do not yield a clear
image in my research, however, the 2010 statisttesl be considered complete. My study
analyses the 10 supposedly most competitive antiGlsipposedly least competitive regions per
annum, along with their activity and unemploymeates. According to Huggins’s model,
productivity will be defined by enterprise densiby, the number of knowledge-based companies
and by the number of economically active people.Sulyly takes only the activity rate as a basis,
looking at the effects of this indicator on the GpR®duced (that is on competitiveness). To

Huggins, the output is (the decrease of) unemployraad the increase of salaries. The activity
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rate and the unemployment rate hereby examined t@fege group 15 and above because there
is no data available at the Eurostat website feradpe group 15-64 prior to 2007.

Table 1 indicates the correlations between GDPtaaactivity rate and unemployment rate
in 2000, 2005, 2010. As we can see, there waslatae between GDP and activity rate in 2000
and 2005 but in 2010 there was a relative strofagioa between these two indicators. We can
see the correlation of the GDP/capita and the ut@mpent rate too. In examined years there
were strong negative relations between these tdigators which means when the GDP/capita
increased the unemployment rate declined.

Table 2 indicates that the 10 most competitive aegi(based on GDP/capita) have not
changed a lot during the past years. Their high @@ (around 60%) links with relatively low
unemployment rate. In 2000, there were only 2 mgiamong the best 10 which had an over
10% unemployment rate and in 2010 there are no egibns among the best 10, what’s more,
the unemployment rates of the previous years haeorbe lower while the activity rates,
similarly to the GDP produced have become highethese regions. This means that more
economically active people could contribute to @aging competitiveness and decreasing
unemployment. The indicators examined could cditde influenced by further factors but we
can detect their interaction.

Table 3 shows interesting data. Although RomanéhBuigaria joined the European Union
only in 2007, | could obtain date also for thesarddes from the Eurostat website and thus we
can see how these two countries developed befodeafter the EU entry (if they have).
Examining the three years clearly shows that apprately the same NUTS 2 regions occur
among the least competitive regions. These da000 indicates regions with relatively high
activity rate and low unemployment rate and vicesae The year 2005 seems more balanced,
productivity increased in the regions, the activiye is around 50-55% and the unemployment
rate around 10%, or in most cases even more. BY 204se figures render an even clearer
image. The weakest of the 10 regions has the loaatstity rate and it links with relatively high
unemployment rate, compared to the other nine nsgid/e can see that it is not necessarily the
area with the least number of economically actieegbe which will be the least productive,
however there interaction with each other, as vasllwith the unemployment rate can be
demonstrated. In the first half of the 271 NUTS8ions, we can often trace unemployment rates

of 3-4-5% which naturally couples with high compeé&ness. On the other hand, quarrying the
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second half of the hierarchy, we see decreasingpetitiveness and 9-10% or even higher

unemployment.

Table 1Correlation between GDP/capita, activity rate andmployment rate

2000 2000 2000
GDP/capiti Activity rate Unemployment rai
Pearson Correlation 1 -,032 -,465"
2000 GDP/capita Sig. (-tailed! ,60€ ,00C
N 265 265 265
Pearson Correlation -,032 1 277"
2000 Activity rate Sig. (c-tailed’ ,60€ ,00C
N 265 265 265
Pearson Correlation -,465" 272" 1
2000 Unemployment rate Sig. (2-tailed) ,000 ,000
N 26E 26E 265
2005 2005 2005
GDP/capiti Activity rate Unemployment rai
Pearson Correlation 1 -,024 -,415"
2005 GDP/capita Sig. (2-tailed) ;702 ,000
N 265 265 265
Pearson Correlation -,024 1 ,249"
2005 Activity rate Sig. (2-tailed) ,702 ,000
N 26t 26t 26&
Pearson Correlation -,415" ,249" 1
2005 Unemployment rate Sjg. (2-tailed) ,000 ,000
N 265 265 265
2010 2010 2010
GDP/capita Activity rate Unemployment rate
Pearson Correlation 1 445" -,349"
2010 GDP/capita
Sig. (z-tailed; ,00C ,00C
N 270 270 270
Pearson Correlation ,445" 1 -,298"
2010 Activity rate
Sig. (2-tailed ,00C ,00C
N 270 270 270
Pearson Correlation -,349" -,298" 1
2010 Unemployment rate
Sig. (2-tailed) ,000 ,000
N 270 270 270

Source:Eurostat (2013)



Table 20rder of the 10 most competitive regions base@DiP/capita (Euro) with the respective (over 1584)vity and (over 15, %)
unemployment rate for 2000, 2005 and 2010

2000 | 2005 2010
GDP/ Economic |Unemployment GDP/ Economic |Unemployment GDP/ Economic | Unemploymen
NUTS 2 inhabitant activity rate rre)ltey NUTS 2 inhabitant | activity rate rF;tey NUTS 2 inhabitant |activity rate t feltey
Inner London 69 100 63,12 9,4 Inner London 83 500 62,08 7,8 Inner London 81100 62,39 9,7
Luxembourg 50 300 53,41 2,3 Luxembourg 65 000 55,56 4,5 Luxembourg 78 600 57,70 4,4
Région de Bruxelles Région de Bruxelles Région de Bruxelles}
Capitale / Brussels Capitale / Brussels Capitale / Brussels
Hozfdstedelijk 50000 51,56 14.9 Hogfdstedelijk 57300 53,86 163 Hogfdstedelijk 61300 55,47 173
Gewest Gewest Gewest
Dresder 43 700 59,16 15,9 Dresder 51100 58,77 18,3 Hovedstader 52 300 67,61 7,8
Hamburg 42100 58,90 7.8 Hovedstader 46 700 : : Hamburg 52 200 61,32 7,1
Stockholm 42 000 74,48 3,2 Hamburg 46 000 59,88 10,4 Stockholm 50 700 75,01 7,1
Hovedstader 39 200 : : Stockholm 45 900 74,42 6,7 Ile de France 49 800 61,03 8,9
lle de France 37 100 61,66 8,7 Eastern 43 400 62,66 4,3 Groningen 48 700 62,94 53
Oberbayern 36 400 61,82 3,0 lle de France 42 300 61,62 9,0 Helsinki-Uusimaa 45 400 66,63 6,4
Buckinghamshire
Wien 35900 60,20 7,5 and Oxfordshire 40 400 68,95 3,5 Wien 44 300 59,99 7,3

Source:Eurostat (2013)



Table 30rder of the 10 least competitive regions base@DR/capita (Euro) with the respective (over 15 a4t)vity and (over 15, %)
unemployment rate for 2000, 2005 and 2010*

2000 2005 2010
GDP/ Economic |Unemploymen{ GDP/ Economic |Unemployment GDP/ | Economic | Unemploymen
NUTS 2 inhabitant activity rate rztey NUTS 2 inhabitant | activity rate rlzltey NUTS 2 inhabitant |activity rate t er)itey
Yugoiztocher 1800 48,35 21,4  [Nord-Vest 3500 51,94 59  [Nord-Vest 5200 53,75 6,8
Nord-Vest 1700 63,01 7,0 Sud-Es| 3200 51,55 7,9 Sud-Es! 4800 52,23 8,8
Severoiztoche! 1 600 51,90 21,9  [Sud - Muntenia 3100 54,95 9,2 Sud - Muntenia 4 800 55,62 8,3
Sud-Es! 1600 63,57 8,9 Sud-Vest Oltenie 2900 57,10 6,6 Sud-Vest Oltenie 4500 56,96 75
Severozapade 1500 43,23 27,9  |Yugoiztocher 2800 48,31 8,3 Severoiztochel 3900 53,63 14,5
Sud - Muntenia 1500 67,37 6,6 Severoiztochel 2 600 51,98 12,1 |Yugoiztocher 3900 50,49 10,6
Sud-Vest Olteni 1500 71,12 50  |Nord-Est 2 500 58,59 5,7  |Nord-Est 3600 58,49 58
Severen tsentralel 1400 48,32 16,7 [Severozapade 2300 42,88 12,6  |Yuzhen tsentraler 3300 50,90 11,4
Yuzhen tsentraler 1300 49,44 13,0  [Severen tsentrale 2300 47,37 12,5 |Severen tsentrale 3100 47,43 115
Nord-Est 1300 70,57 6,8 Yuzhen tsentraler 2300 48,83 11,0 |Severozapade 2900 44,96 11,0

Source:Eurostat (2013)
Note:* The 10 least competitive regions are only authtive in 2010, because in 2000 and 2005 the Eatrdatabase indicated the lowest per capita
GDP for Romania and Bulgaria among the NUTS 2 legehtries whilst these countries were not yet Ednimers in 2000 or 2005.
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Therefore Huggins’s three-level competitiveness ehabes show regularity in respect of
the NUTS 2 level regions of the European Unionhdiigh this tendency does not necessarily
appear in case of the first to tenth member ofdfder, on the whole, the more competitive
regions had high activity rate in 2010 and low upkayment rate in most cases. The exceptions
show regularity because of the presence/absenite ather factors — which were not examined
by me. But if competitiveness means low unemploytnéen how can this phenomenon emerge
in the most competitive countries/regions? Theofeihg chapters examine the possible reasons

behind the evolution of unemployment.

3. Development and concepts of unemployment

These days unemployment presents one of the biggaisiems all over Europe. Although
Hungary is among the member countries of Europe apyulies the principle of the “four
liberties”, the local labour force is often caughta difficult situation. The economist politicians
failed to confine the increasing unemployment, aitvia the Hungarian economic politics, or via
the EU objectives and programs. Similar probleniseain several countries of the Union, for
example in Spain where youth unemployment posesbitygest issue, but we can find this
phenomenon worldwide. This growing problem has tiegaeffects also on the regional
competitiveness. The relatively high incomes anthtikeely high unemployment fail to
supervene. But how can these conditions and cotivyeetess achieved, if the relatively high
incomes result in a shift from the equilibrium inoe? If market-clearing wages need to be
applied, then sooner or later involuntary unemplegtn evolves. Can we talk about
unemployment at all?

The neoclassic school within the economic paradigays no claiming that prices and
wages are perfectly flexible at the labour market, market balance is achieved and there is no
involuntary unemployment (Blah6 2012). Howeverstisi contradicted by Keynes. Followers of
the neoclassic theory believed in the automatitdrugnt of full employment. On the other hand,
Keynes aimed to find what determines the levelmpleyment if automatisms of the capitalist
economy do not entail full employment (Matyas 20D8ane 1997, Hansen 1965, Blahd 2012,

Szentes 1995). Operation of the market does nahwsadlemand and hence unemployment
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unfolds (Keynes 1965). Thus we can find ourselvethinking in Keynes’s terms when talking
about unemployment which, in turn, has unfavouralfflects on competitiveness.

But why is this important from the aspect of conitpainess? Because according to the
universal concept of competitiveness, high standérife can be reached by maintaining high
employment rate, therefore the unemployment radelldhremain low and the economic activity
should be raised as much as possible, as employshémictive people could also contribute to
development. On the whole, decreasing unemployntant help in achieving the aim of
competitiveness. But then why do not companies edadhis and aim for higher employment
since this could provide more opportunities to cames? With the increase of the employment
rate, they could gain in an environment which coeitgsure higher growth (profit) and larger
market for them. Then why do not they apply madtetring wages? In the following chapter |
will present the reasons behind increasing the musbf the unemployed and thus decreasing

the ratio of the employment level.

4. The reasons behind unemployment

There can be several reasons behind companiessitgewages over the market-clearing
wages in their most rational way and thus they takeegative effect on movement of the
unemployment rate. Makdissi (2011) counts the fuilhg reasons which could result in a shift
from the equilibrium income: long-term contract rebdefficiency wage model, nutritional
model, labour turnover model, shrinking model aocia model.

The long-term contract modet as its name shows - is based on the long-tetlactive
agreements. The theory claims that the partiesI(®mpand employee) agree on common issues
and a sort of negotiation process commences bettheemnwhich sets the level of future nominal
wages (Fischer 1977, Barro 1977). Since these axstiare for long term, the parties have to
wait for their contract to end before renegotiatthg nominal wages. Estimates for the future
price level are crucial in this process, becausmse the price levels take different directiohs (t
actual and the estimated), unemployment might evolhe reason why pre-defined wages can
result in unemployment in this case is that forrepke a time of recession might present active
people who are willing to undertake the same jabldaer wages. Wages remain in effect for

long term but gradual salary adjustment technigaes applied during the contract which
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observes the effective price and wages at the ctitowyse(Taylor 1979, Taylor 1980). This serves
as a sort of information to the workers and to ¢heerprises, and also as one of the factors of
defining the new level of nominal wages at the ehdhe contract, the other being the labour
market.

This model shows us that the rigidity of wages w¥#d the unemployed out of the labour
market because real wages’ rigidity along with vgageer the equilibrium results in the labour
force supply exceeding demand (Mankiw 2005), thasmates play a crucial role in the
negotiation process. Mankiw (2005), Hall and TayR903) also highlights the crucial role of the
trade unions. They may have a significant rolehim megotiation position of the employees and
thus they often receive more money from their elyg#s to discourage them from joining the
unions.

The next model is the efficient wages’ model whbntradicts the standard micro-
economic theory. According to the micro-economieatty, wages equal the border productivity
of the labour force, but here it is the salary lélat defines the border productivity of the labou
force. This means that if we increase the empldyeages, their productivity will also increase,
that is the salary appears as a motivating factoe.hThis manner encourages companies to pay
more to the employees to make them more producsaygs this model. However, the increase
shift the wages from the level of the market-clegnvages which means that supply and demand
will not meet at the labour market, which will theesult in unemployment (Makdissi 2011). This
model may explain why employers do not decrease ¢ngployees’ wages there is oversupply at
the market (Mankiw 2005).

The nutritional modelexplains unemployment in the developing countriise theory
supposes that market-clearing wages are not seriti¢o supply the third world’s habitants with
healthy / appropriate food that is to take in alaey substances that are able to ensure
concentration and effort during work all day. Howe\f we increase these wages and shift from
the market-clearing wages, then quality of the oamesd nutriment will also increase which
raises the whole, consequently also the labourymtodty. Similarly to the efficient wages
model, shift from the market-clearing wages (insgaesults in unemployment in this case, too
(Makdisi 2011, Mankiw 2005). Naturally, we haveadd that there are several other factors in
the developing countries that contribute to theettgyment of this process, since insufficient

number of jobs, lack of qualification, etc. arecalactors that obstruct development. The
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employees’ demands have to be fulfilled not onlyplysical terms but also mentally which is
often difficult, as the developing world is chaextted by brain drain, migration of the qualified
(Wouterse 2011, Urban 2011, Akokpari 2006), aloiitty vack of demand for the unqualified.

When we employ a new employee, there are certaits dor the company. The expenses
related to their orientation and training are digant for the employers, since once the employee
is trained for the position, they will be considgras qualified, internal labour force which is
valuable for the company. Théabour turnover modeldisunites the external (that is
inexperienced) employees and the trained, expextenclleagues (Salop 1979). In case the more
senior employee leaves the company, the expensesred during in connection with his
training and orientation are a loss for the compamyddition, recruitment of the new colleague
also raises uncertainty. The employer has to assoane responsibility to avoid this uncertainty
which can mainly be achieved by increasing the wamggcause the employee with low wages
(for example market-clearing wages) may believe thay could easily find a job at another
place with their knowledge and skills (Salop 1978he labour turnover model confers an
important role on the unemployment. Prior to gndtithe employees first “examine” the labour
market opportunities, because if they have litharce to find a new job, they rather stay with
their current employers or they may become volyntaremployed. Increasing the wages may
also extrude the active job-searchers who wouldkwor lower wages while companies can
employ less people with the increased labour cd$étvertheless, it is often necessary for the
employers to raise the wages because the new eegpfmrtains to lower productivity, even by
starting the training immediately, their inexpederwithdraws their productivity (Salop 1979).

The employees use their discretion in deciding lon éfforts made in order to complete
their tasks. Although it is rather difficult to neae the employees’ performance, in case the
company thinks that the employee does not perftwir tivork well, they may be sacked. If we
calculated with the market-clearing wages at th®ua market, then practically the employees
would not have any motivation to perform more tkt@@minimum in their work. If the employee
is sacked, it will be easy to find a new job beesailese wages establish the balance, the new job
will offer the same wages than the previous one.

In the shrinking modelthe companies increase wages to avoid employdes are not
performing well and thus provide more motivatiorer@inly more people would like to avoid

this sort of labour force and therefore their reacivill also be the salary increase and increase
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of the labour cost will result in unemploymentthe unemployment rate is high, wages play less
significant role because it would be difficult tond another job. This model also provides
explanation for why different employers pay diffierevages to the employees despite the nearly
identical work they perform (Shapiro — Stiglitz ¥98

The last model that provides reason for the uneympdmt is rather sociological
(psychological), as suggested by the naseoeial model In this theory, rewarding has a central
role which can be realised by promotion or highesges. The employer grants higher
remuneration for the employee as a gift which tlmereases productivity. The employees
receive higher salary if their performance excetm#s minimum requirements defined by the
employer. The company is willing to pay additiomahount to its employees which they could
receive at another company for their work. It iportant to highlight that we cannot consider the
labour force simply as a production factor, buagserson with whom we have to work together;
promotion and rewarding must be given prominencer(gh 1942). It is also to be noted that
rewarding should not be too frequent to make itagpdamt. At the outset of the application,
common conditions are established and expectedthy garties, if the employer motivates the
labour force with additional factors, productivityill increase. Certainly the gift cannot be
defined individually, only for groups. Working iedms may help the employees, certain team
norms will evolve and the sense of belonging sonsme/hmay facilitate the employees’
contribution towards the company and their collesguncreasing the teams’ wages may of
course also lead to the development of unemployiecause we shift from the market-clearing
wages (Akerlof 1982).

The models above present the micro-economic bdgdbe development of unemployment.
Certainly the factors listed above all increaseuhemployment rate which serves as a base for
several competitiveness index, therefore competitags will expectedly decline being aware of
this factor. The Huggins-model may eventually pdeviexplanation for the development of

unemployment in the most competitive regions.

5. Conclusion

Unemployment is an important tool of economic padit Many companies/regions aim to
keep the unemployment rate at a low level in otdemprove competitiveness because the main

goal is to permanently establish relatively higlgesand relatively high employment level.
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Huggins’s model provided the basis for my researchwhich | have examined the
relationship among activity rate, per capita GDRl amemployment rate. The economically
active people serves as the output, to measureatdimpness, | have considered productivity as
basis and changes of the unemployment rate astoiipe subjects of my study were the NUTS
2 level regions of the European Union which protee relationship among the three factors.
Several competitiveness index considers unemploynmen the determining indicator of
competitiveness but on the whole we end up with #Haene results at Huggins. Low
unemployment rate yields higher competitiveness ligtier competitiveness links with lower
unemployment rate.

If the ultimate goal is keep the unemployment edta low level in both cases, why do not
economist politicians establish the conditions wif Employment? Can they do it at all? The
answer is: no. The involuntary unemployment emengesy case as it is the situation between
employers and employees that define the shift fleenequilibrium wages. My study presented
the unemployment models that resulted in a stofnfthe market-clearing wages.

To conclude, the importance of keeping the emplaoymate permanently at a high level
has become evident in establishing regional coripatiess. This can be achieved by increasing
the ratio of economically active people and byrgyto keep the unemployment rate at the lowest

possible level.
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11. Institutional and Regional Factors Behind Univesity Patenting in
Europe: An Exploratory Spatial Analysis Using EUMIDA Data

Attila Varga - Marton Horvéath

Over the past 30 years universities have been asongly considered as key instruments of regional
economic development policy in many countries ®\World. Contrary to the US where studying the
entire universe of academic institutions is a rpaksibility thanks to the availability of regularly
collected nation-wide information on all universiiin Europe no such coordinated data collection
efforts are in existence. This is why the EUMIDAablase constitutes such a pioneering work. In this
paper we take advantage of the availability of BMIDA data for scientific investigations.

We selected to focus on one specific, widely prednéorm of academic entrepreneurship:
university patenting. Following what the literatuteaches us about the likely institutional and
regional level impacts on academic entrepreneurshdp utilize EUMIDA information to build as
large a sample as possible to study European-waédddncies of university patenting. Regional level
impacts are investigated at the NUTS 3 level, wigah itself a novelty in the literature. This lew
level of data aggregation opens the possibilitgéd closer to the spatial level of metropolitanase
where university-industry interactions most prolyatalke place.

Keywords: EUMIDA, university patents, regional kiesdge production function, European regions

1. Introduction

Over the past 30 years universities have been asurgly considered as key
instruments of regional economic development pdlicsnany countries of the World (Pike et
al. 2011). High expectations towards positive regloeconomic impacts of academic
institutions are partly supported by the experieatsome leading technology areas where
knowledge transfers from universities successfullyrtured regional economic growth
(Saxenian 1994, Wicksteed et al. 2000, Goldsteti2pand partly by research findings in the
scientific literature providing strong empiricaliéence as to the important role of spatial
proximity of firms to academic institutions in knmelge transfers (Varga 1998).

It became clear for researchers of the field red¢di soon that a pure proximity of a
university is not a guarantee for growth as redi@ma university level characteristics are
both instrumental in determining the extent to whianiversity-supported economic
development might be considered as a realisticoonptior a region. Without some

preconditions in the locality even a world-classearch university might exert only

! The research underlying this study was supporyettiéd MTA-PTE Innovation and Economic Growth reséar
group (14121) project.



144 Attila Varga — Marton Horvéath

negligible impacts on the local economy (Feldma@4)9The literature shows that below a
certain threshold of agglomeration of the local Whealge industry (including innovative
firms, private research labs, business servicggating institutions) hopes for a significant
university impact are more or less non-realisticracated by US (Varga 2000, Koo 2007)
and European (Varga et al. 2012) investigationshénabsence of absorptive capacities in the
region research conducted at its universities mighthe source of growth in other territories
where the local innovation environment have alrelaglgn satisfactorily developed (Azagra-
Caro et al. 2013).

Studies focusing on specific mechanisms of acaddmawledge transfers provide
additional information on those regional and ingittn-level characteristics that might be
instrumental in university-supported regional growiKnowledge flows from universities to
the local industry can take various forms rangimgmf regional mobility of university
graduates and joint research with industry to mi@r knowledge spillovers between
academic and industrial scientists (Varga 2009k §pecific channel of academic knowledge
transfers frequently called “academic entreprerfeptsttracts an especially intense attention
of researchers and policymakers alike. Academieprgneurial activities include disclosing,
patenting or licensing economically useful new teshgical knowledge developed by
university faculty, spinning-off a firm from academlaboratory research or professional
consulting offered by scientists working at acaderfliouis et al. 1989, Gulbrandsen -
Slipersaeter 2007).

Some of the academic entrepreneurship studies bhimther evidence on the
importance of theegional environmenfor academic technology transfers. Based on the
sample of 404 companies from 64 Italian universifine and his co-authors (2011) conclude
thatinnovative performancef the region as well as the size ofpisblic R&D expenditures
or the presence of regionalipport institutiongsuch as incubators) significantly influence
university spin-off firm formation. According to ¢h study by Saragossi and Van
Pottelsberghe de la Potterie (2003) patenting dgi&e universities is supported by the
presence of collaborating institutions in the regspecializing in thesame fieldof research
Additionally, Siegel and his co-authors (2003) nepbat their 98 interviews at five research
universities suggest that there is a positive aggon betweerR&D conducted by local firms
and the productivity of technology transfer frome thniversities. However, the regional
impact does not always get evidenced such as istA@nd his co-authors (2011) where the

extent of university patenting in Europe does mpgtear to be influenced by regional factors.
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Academic entrepreneurship studies also revealctrédin characteristics of universities
may influence knowledge transfers from academRsearch intensitgf universities affects
the effectiveness of university technology transféices (TTO) positively in the sample of
131 US universities (Rogers et al. 2000). Posiéffects of university research intensity are
found on patenting (Coupé 2003) and licensing (La8hankerman 2003) for samples of US
universities and for the University of Valencia @&ga-Caro et al. 2003WUniversity size
impact on the extent of academic technology trassfaries by scientific areas for a sample
of 4000 Canadian university researchers in Landrg ao-authors (2007) and for TTO
effectiveness with a sample of 170 US universiiie€arlsson and Fridh (2002). The size
effect is also found prevalent for the number oéfises and the amount of royalty income for
a sample of 90 US universities (Friedman - Silberr2@03) and for different types of
university-industry linkages at Austrian univems#i(Schartinger et al. 2002) and in two wine
clusters (Giuliani — Arza 2009).

Third party research fundindrom governmental and private sources is positively
related to license income in Lach and Shankerm@03Rand to the intensity of science-
industry relations on the basis of a survey of 4988earchers in Ponomariov (2007).
Licensing (Friedman and Silberman 2003, Lach anansérman 2003), university-industry
linkages (Guiliani — Arza 2009, Ponomariov 20070l éaculty entrepreneurial performance at
the Catholic University of Leuven (Van Looy et 2004) are also positively associated with
faculty quality TTOs don’t seem to matter in faculty spin-offs foraarple of biotechnology
firms in Hungary (Eréls — Varga 2012), but the quality of TTOs found ® fmositively
associated with TTO productivity when a sample & &cademic entrepreneurs are
interviewed by Siegel and his co-authors (2003) when 131 US universities are surveyed
in Rogers et al. (2000). Furthermore, positive iotpafuniversity prestig@n entrepreneurial
performance (Van Looy et al. 2004), stientific specializationon technology transfer
intensity (Landry et al. 2007) and of a supportdepartmental environmerdn patenting
(Renault 2006) and spin-offs (Eisl— Varga 2012) are reported in the literature.

Thus the literature suggests that individual ursitgr characteristics and regional
features explain much of the observed differenoeacademic entrepreneurship. However,
most of the studies referred above are based ativiedly small samples of universities. This
is less true for some of the US investigations wletudying the entire universe of academic
institutions is a real possibility because of thésince of data collected nationally on a
regular basis such as the licensing surveys ofA$sociation of University Technology
Managers (AUTM 2011) or the WebCASPAR database taimi@d by the National Science
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Foundation (NSF 2010). However for European unitiessno such coordinated EU-wide
data collection efforts are in existence. This iBywconstructing the EUMIDA database
constitutes such a pioneering work (Bonaccorsl.t(4.0).

In our study we take advantage of the availabitythe EUMIDA data for scientific
investigations. We selected to focus on one smeaifidely promoted form of academic
entrepreneurship: university patenting. Followingatvthe literature teaches us about the
likely institutional and regional level impacts @academic entrepreneurship we utilize
EUMIDA information to build as large a sample assgble to study European-wide
tendencies of university patenting. Regional lemgbacts are investigated at the NUTS 3
level, which is in itself a novelty in the litera&u This lower level of data aggregation opens
the possibility to get closer to the spatial leskeimetropolitan areas where university-industry
interactions most probably take place (Varga 1998)e second section introduces the
development of the novel regional EUMIDA data ahdnt provides an exploratory analysis
on institutional and regional factors behind unsigrpatenting. The third section follows the

results of an econometric analysis. Summary corslwdir chapter.

2. University patents, institutional and regional &ctors: A descriptive analysis

The EUMIDA project is a major step towards the depment of a system of integrated
European-wide data collection on higher educatiostitutions (Bonaccorsi et al. 2010).
EUMIDA data sets reflect what is currently availalals a result of individual national data
compilation efforts. Identification of the respeetiNUTS 3 regions for each EUMIDA
institution required substantial efforts since thiginal national data tables do not contain the
appropriate regional breakdown at the level ofitagbons (Bonaccorsi et al. 2010). In the
followings we shortly summarize the major stepthmregionalization of the EUMIDA data.

Identification of each academic institution, thaires and then the determination of the
corresponding NUTS 3 regions turned out to be extig challenging. A series of systematic
Internet-based searches appeared to be the magerffdata collection method. When
institution names in the corresponding languagesameed unchanged since the time of
EUMIDA data collection a Google search appearesfeatory for the identification of the
university. However, when names of those instifngijonvhich were subject to integration or
separation had changed individually specified seanethods were followed (e.g., detailed

investigations on the existing institutions’ homagps or data collections in Wikipedia) in
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identifying the original institution. Once the angl institutions were found on the Internet

the next step was to determine the correspondiggnames from the web pages.

Contrary to what is the case for example in thetéthStates where a correspondence
table with ZIP codes, city and county names ardabla there is no uniform correspondence
between municipalities and regions in Europe. Tonethis information on EUMIDA
institutions’ campuses we used mainly the followoagrespondence databases provided by
Eurostat:

1. The system of Local Administrative Units (LAU) thatntains correspondence between
LAU and NUTS 3 codes. This correspondence wasulsefthe cases of those
countries where the LAU 2 level coincides with nuippalities and the names appear the
samé.

2.  Eurostat provides a concordance between local pdas; localities and NUTS regions
in a special database (the “Postcodes and Nutsabdag) that contains more
alternatives of the locality nantes

3. 3The case of the United Kingdom generated the ncostplicated identification
processes. In this country LAU regions do not aqerlwith the boundaries of
municipalities (and the names of these regions dtsoot refer to municipalities) and
UK postcodes are not in the Eurostat “Postcodes Nutd” database. We used the
ArcGIS Explorer and Google Maps to localize the roypalities and the shape files of
NUTS 3 boundary maps to determine the region ofionpatlities.

As the EUMIDA Final Study Report points it out (Bamtorsi et al. 2010) no
information is available on how institutional resoes of a university are allocated to
different campuses though it is obvious that aiS@ant number of universities are multi-
sited. Without a more appropriate solution we ated university resources to the NUTS 3
regions where the municipality of the main seatthefinstitutions are located. In the case of
multi-site universities (approximately 5 percenttbé institutions) always the first address

(city) was chosen or the one where the adminisgatenter of the institution is located. With

2 LAU-NUTS3 correspondence tables were usable infdhewing countries: AT, BE, BG, CY, CZ, DE, EE,
ES, FI, GR, HU, IT, LU, LV, MT, NL, PL, RO, SE, S§K.

3 "Correspondence tables: Postcodes and NUTS":
http://epp.eurostat.ec.europa.eu/portal/page/gouisl_nomenclature/correspondence_tables/postcaaésnuts
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this method, we ended up with a one to one correfgrce of universities and NUTS 3
region$.

Out of the universe of approximately 2900 higheuwaadion institutions in Europe the
Core EUMIDA data set contains 2457 institutions,ickhcovers 27 European nations.
Because of insufficient data availability Francel &enmark are not part of the Core data set.
Resulting from a further data collection effort tkatended EUMIDA data set provides
broader information but only for a select set ddtiiutions, mainly for those with research
orientation. Table 1 indicates that almost all bé tresearch active (1360 out of 1405),
doctoral degree granting (846 out of 886) and pu@D71 out of 1380) universities in the
Core EUMIDA data set are covered in the Extenddd dat. Provided that scientific quality
correlates with the probability of patenting (Relh006) our investigations of the impacts of
institutional and regional factors on universitygrding are built on information provided in
the Extended EUMIDA data set.

Following the related literature summarized in th&oduction and considering the
availability of information in the Extended EUMIDdata set university-level characteristics
to be accounted for in the analysis of universétepting are as follows:

—  research intensity,

- institution size,

- external funding,

—  education significance,
—  scientific specialization,

- university prestige.

To control for knowledge accessed by universityeaeshers from the international
research community we test for the likely impacintérnational embeddednes&ge of the

institutionandeducation significancare added as further control characteristics.

* Even following the above-described methodology\aarefully we still cannot ignore potential shamtngs

in the resulting regionalized data. Reliability the data is not balanced because we do not hawsléage

about the extent to which information publishedvegb pages of institutions is indeed relevant. Irstad the

cases it was obvious that the addresses of theutitats were correct. However, in some other cagesealized

and tried to correct the apparent mistakes by fanmwle further browsing on the pages. Also it it @&sy to

assess the reliability of the information earnednfrthose web sites or online applications that aont
information uploaded by users (e.g. Wikipedia, Gedgaps). To restrict the level of risk, we insibte use at
least two Internet sources in every case to coftrahistakes.
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Table INumber of universities in the Core and the Extendigta sets for selected variables

Core data set

Extended data set

RESEARCH ACTIVITY

No 1015 3
Yes 1405 1361
No information 37

HIGHEST DEGREE AWARDED

Bachelor 787 219
Diploma 59 6
Doctorate 886 846
Intermediary ISCED 6 qualification 5 5
Master 136

Master or pre-Bologna equivalent 538 277
No information 46 11
LEGAL STATUS

Government dependent 138 99
Private 933 193
Public 1380 1071
No information 6 1
Sum 2457 1364

Source:authors' own construction

patenting were selected for analysis:

technology development),

regional size (to control for agglomeration effects

concentration of public research in the region),

On the base of the literature search the followmgjonal characteristics of university

regional university research intensity (to contfol the potential impact of the

industrial specialization (to control for potentiahiversity-industry interactions in

regional innovation (to control for the innovatiess of the region).

Appendix tables A1 and A2 list all the variablesnr EUMIDA and additional data

sources that could potentially serve as proxiethefabove listed institutional and regional

level characteristics. While selecting a particiariable to proxy any of the characteristics

we followed three criteria. The first one is rethte the size of the sample. Unfortunately, for

most of the variables in the Extended EUMIDA dat\slues for many institutions are not
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reported. As a consequence, for some of the vasaible number of available observations
became so low that it seriously jeopardizes reptesigeness. Figure 1 provides two
examples for the bias caused by the low level ceolations: overrepresentation of the UK
and Hungary in the R&D expenditures variable (Fégda) and of Germany, the UK and

some additional countries in the Foreign acadenait gariable (Figure 1b).

Figure 1Problems with representativeness in the Extendéal sbt. Two examples: R&D
expenditures and foreign academic staff

MT
BE
CY NO
——

UK
28%

DE
47%

HU
11%

SE
ES Fl 8%

5% UK

9% 9%

Figure 1a: R&D Expenditures in EUR (535 institutions) Figure 1b: Foreign academic staff (647 institutions)

Source:authors' own construction

Additional to ensuring sufficient levels of reprasgiveness by systematically
searching for variables with the highest possihimber of observations the second criterion
was related to explanatory power. In Appendix tabd and A2 the main statistics of the
regressions are presented. Parameter significaamoeésregression fits advise as to which
variable to select. The third criterion was asdedawith a systematic regression analysis
presented in the following section (Tables 3 and AY indicated there for some of the
characteristics each potential variable was indude the regression model one by one
separately. Those variables that were selectearfalysis showed the best properties with
respect to regression fit and parameter signifieanc

Descriptive statistics of the selected variables stiown in Table 2. In general the
spread of values are considerably high. While meaaslow, standard deviations in some
cases are several times higher. Therefore mosteobbservations have values close to the
respective minimums while some of the universitese outstanding values for all variables.

We measure university patenting by the number térmia assigned to academic institutions
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in the years 2006-2088Data come from the PATSTAT database maintainetheyDECD.

The examined 1364 institutions have 823 patentgyalher. Average number of patents per
institution does not reach the value of one, b kiigh maximum value indicates the
existence of some universities with intensive patgnactivity. Number of doctoral degrees

awarded is our proxy for research activity.

Table 2Descriptive statistics of the selected variables

Mean Median Maximum Minimum Std. Dev. Skewness Kurtosis Sum Observations

University Patents with Priority

0.603 0 22 0 2.017 5.486 41.516 823 1364
Year 2006-2008
Number of Doctorate Degrees,
2008 71 7 1270 0 142.548 3.205 15.785 93093 1294
Academic Staff, 2008 681 323 6571 0 875.363 2.285 9.302 868677 1276
Share of ISCED 6 International
Students in Total ISCED 6 0.108 0.010 1 0 0.161 1.654 5.481 133 1240

Students, 2008
Share of 3rd Party Funds in

0.263 0.198 1.000 0 0.214 1.358 4.372 263 1000
Total Income, 2008
Share of Tuition Fees in Total
0.193 0.131 1 0 0.211 1.494 5.089 189 979
Income, 2008
Age of the Institution, 2008 99 45 920 -1 141.314 2.766 11.141 132192 1334
Share of Academic Staff in
Natural Sciences, Engineering
0.218 0.220 1.290 0 0.181 1.168 6.694 179 822
and Medical Sciences in Total
Academic Staff, 2008
ARWU Top 500, 2008 0.133 0 1 0 0.340 2.156 5.648 182 1364
Regional Population, 2008 (1000) 524 348 7673 27.3 654.188 5.589 44.783 294277 562
Doctoral Degrees Awarded in the
) 165 54 3030 0 285.838 4.012 25.736 92555 562
Region, 2008
Regional Business Services
Employment: NACE J, K, M, 42 22 981 0.8 79.215 7.522 79.193 10670 257
2008 (1000)
EPO Patent Applications from
50 20 980 0.14 96.309 4,978 32.715 24944 496

the Region, 2008

Source authors' own construction

® At the time of data collection (Spring 2012) itsvelear that beginning with 2008 the number of arsity
patents showed a drastic decline for each ingiituth well-known technical reason is that consibégdime is
required by the European Patent Office to examimedecide on all claims they receive. Thus we werteable
to follow the widely applied solution in patent dies (i.e., application of at least a two-yearbatween the date
of patent application and the date of R&D expendil Since the spatial pattern of both the inmfts
knowledge production (such as R&D) and patentirgish remarkable stability over a time span of al#otat 5
years (Varga et al. 2005) and many of the low-gatgracademic institutes do not submit claims inhegear
we found our choice of summing up the number oéptst over the period of 2006-2008 for each unitgrsi
satisfactorily for our exploratory analysis.

® The specific data we use were presented by “Kndgde Internationalization and Technology Studies” a
Bocconi University, Milan, Italy.
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Its distribution is similar to that of universityagents: the average value per an
institution is 71 and most of the universities éxhrelatively small values while outstanding
institutions award several hundred degrees a yéminersity size represented by academic
staff shows a similar distribution. To proxy antifgion’s international embeddedness we
decided to apply the variable Share of ISCED 6rhatonal Students in Total ISCED 6
Students (master and PhD). The ratio of ISCED @esttin the respective total adds up to 10
percent of total students on average but the bigtan around the mean is also highly
uneven.

Average share of third party funds (our measureefdernal funding) and tuition fees
(measuring the significance of education) are 2&m8l 19.3 percentages, respectively.
However, the distribution of these variables in slaenple is more even than those variables
described above. Academic staff in natural scieneegineering and medical sciences is
expected to be the most active in university patgninterestingly, many of the universities
exhibit a value of this variable somewhere aroureldample mean. 182 institutions (13.3 %)
were ranked in the Top 500 according to the AcaddRankings of World Universities in
2008.

Universities in the extended data set are locatéabR NUTS 3 regions. These regions
are quite heterogeneous. The average number dbitahts is 524 thousand people but the
vast majority of them are less populated while riireest agglomerated territories measure up
to millions of people. There is a high variation time regionally aggregated number of
doctoral degrees awarded in 2008 (our measureefgiomal university research intensity).
Eurostat provides information on employment strreetay industries only for 257 regions out
of the selected 562. Regional business servicedogmpnt (the choice for local industry
specialization) shows high interregional volatilgiynce its concentration is more intense than
that of population. Regional technological outprdxeed by EPO patent applications in 2008
is also highly concentrated in space with the ma&as0 applications and a standard deviation
almost doubling the mean.

Thus both institutional and regional variables highly concentrated in space with
considerable right-side skewness. Therefore for ynah the variables most of the
observations take relatively low values while a kmamber of them exhibit outstanding
values. Histograms in Figure 2 clearly show thates# variables follow a power-law
distribution. Number of university patents and doat degrees awarded are concentrated
most intensely. Less concentrated values charaeteariables such as academic staff and the
share of ISCED 6 international students. On theesrotiand the distribution of third party
funding, the share of tuition fees in income anekrgdic specialization of universities are
more balanced.
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Figure 2University patents and the main institutional &hates: histograms
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Pairwaise correlations of univrsity patents and skeéected variables are depicted in
Table 3. The table provides correlation statisbogh for the full sample and for the sample
without the outlier values. Outliers are definedehas observed values exceeding the sample

mean with more than two standard deviations.

Table 3Correlations between university patents and vagabf university and regional
characteristics for all observation and withoutliets

Without
Variable name All observations* outliers**
Academic Staff, 2008 0.578 0.420
Number of Doctoral Degrees, 2008 0.550 0.376
Share of ISCED 6 International Students in Tot&ED 6 Students,
2008 0.369 0.303
Share of 3rd Party Funds in Total Income, 2008 0.11 0.093
Share of Tuition Fees in Total Income, 2008 -0.127 -0.127
Age of the Institution, 2008 0.332 0.194
Share of Academic Staff in Natural Sciences, Ergying and Medical
Sciences in Total Academic Staff, 2008 0.237 0.217
ARWU Top 500, 2008 0.525 0.405
Regional Population, 2008 (1000) 0.017 0.000
Doctoral Degrees Awarded in the Region, 2008 0.106 0.060
Regional Business Services Employment: NACE J, K2608 (1000) -0.006 -0.023
EPO Patent Applications from the Region, 2008 0.090 0.004

Source:authors' own construction
Note *All observations available pair wise, **Obseriats available pair wise without those has
higher values than the mean plus two times thaedatandeviation

The strongest relations (correlations between Acb@6) are found for university size,
research activity and university prestige. Scaltéspn Figure 3 and 4 provide series of two-
dimensional coordinate systems to depict the vatesiversity patents and institutional or
regional characteristics pairwise. The plains avaldd by a vertical (institutional or regional
characteristics) and a horizontal (university peehnes standing for the values of the mean
plus two standard deviations. Therefore observataiyove the horizontal line and right from
the vertical one are considered as outliers. I dgcire the majority of institutions fall into
the lower left quadrant. Outliers demonstrate &laspositive impact on patenting which is

also represented by the respective correlationegalu Table 3.
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Figure 3University patents and the main institutional abtes: scatterplots

University Patents with Priority Year 2006-2008

pu _ %) )
S @ S G

[

University Patents with Priority Year 2006-2008

25

20

15

10

Universitv Patents with Priority Year 2006-2008
w

— - [¥) N
o w S \

w

University Patents with Priority Year 2006-2008

[N
G

[¥]
S

[

—
o

w

=)

T T T T
0 200 400 600 800 1000 1200 1400
Number of Doctorate Degrees, 2008
(1294 institutions)
0 02 04 06 0.8 1 12
Share of ISCED 6 International Students in Total ISCED
6 Students, 2008 (1240 institutions)
0 02 04 0.6 08 1 12
Share of Tuition Fees in Total Income, 2008
(979 institutions)
0 02 04 06 08 1 12 14

Share of Academic Staff in Natural Sciences, Engineering and
Medical Sciences in Total Academic Staff, 2008
(822 institutions)

University Patents with Priority Year 2006-2008

University Patents with Priority Year 2006-2008

University Patents with Priority Year 2006-2008

25

20

15

10

25

20

15

10

25

20

15

7000

0 1000 2000 3000 4000 5000 6000
Academic Staff, 2008
(1276 institutions)
0 02 04 0.6 08 1 12
Share of 3rd Party Funds in Total Income, 2008
(1000 institutions)
0 200 400 600 800 1000
Age of the Institution, 2008
(1334 institutions)

Source:authors' own construction



156 Attila Varga — Marton Horvéath

Figure 4University patents and the main regional varialdeatterplots
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International embeddedness, the age of institut@onsscientific specialization are less
correlated with patenting and less increased byirtbkeision of outliers. The share of third
party funds and tuition fees in income seem to leost ineffective in patenting what
possibly reflects that perhaps all universitiesd(aot only the outliers) have to place these
resources in their income portfolio. This obsematimight also suggest that increased
market-oriented education might have an adversadamgn research focus. Correlations with
regional indicators seem to have no impact on usite patenting. However even these
correlations seem to increase slightly by the isidn of high patenting institutions in special
regional environments. However, the general pictsirhat on average there is no observed
spatial coincidence between university patentirdyragional features.
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Figure 5The spatial distributions of university patentsl éime main institutional variables
(EU NUTS 3 level)
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Figure 6 The spatial distributions of university patentsl #me main regional variables (EU
NUTS 3 level)
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Figures 5 and 6 map the spatial distribution ofersity patents and institutional/regional
factors in Europe. Institutions of the Extendecadsdt are located in 562 NUTS 3 regions but
patenting concentrate in 180 regions. However tansng patent owner universities (with 5 or
more patents) are located only in 53 regions, mamlGermany and the UK and in some
regions in lItaly, the Netherlands, Belgium, Swikaed, Spain and Austria, Portugal and
Ireland. Most patenting regions are frequently daagiglomerations or capital areas. Research
activity is more dispersed in space but the highakies are located also in agglomerations.
The spatial pattern of academic staff (representimgersity size) appears similar to that of

research intensity. It is quite interesting thatuga of the variable proxying international
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embeddedness are concentrated only in some obtidries (United Kingdom, Switzerland,
Scandinavian countries and some lItalian, GermarSaadish regions).

Reliance on third party funds seems to be mainBeaman phenomenon but they also
form substantial shares in the incomes of somedsByrititalian, Swiss, Dutch and Belgian
regions too. In Figure 6 regional population folkbw pattern close to that of university size
and research activity. Regional innovative outpoédsured by patent applications) seems to
be geometrically concentrated around the centd&fusbpe and the most innovative regions
are located on the axis between London and RoméhenBenelux countries, Germany,
Northern Italy and in some Spanish and Scandinanggions. It is very interesting that EPO
patent applications and university patents clustéhe same countries and concentrate in the
center of Europe but highest value regions in atiables do not coincide.

3. The role of institutional and regional factors n university patenting in Europe

In this section we provide an exploratory-type esgion analysis on the role of
institutional and regional factors on the probapibf university patenting. Tables 4 and 5
depicts binary Probit regression results. Variaakection for the models followed the three-
step procedure as described in the previous sedialability of university characteristics
from the EUMIDA extended database and regionabratf EUMIDA data to the NUTS 3
level make these first cut regressions possiblegeaumber of missing values in the data set
and correlations among some of the explanatoryakiles urge us to follow a very careful
step-by-step regression approach to finally digtdd model that reflects institutional-regional
interrelations in the most reliable manner.

Models in Table 4 focus on institutional-level fa& in university patenting. Research
activity is certainly the most relevant input iniwersity patenting. We experimented with two
measures of research intensity that is R&D expareht and number of doctoral degrees
awarded by the institution. The drawback of the R&#&la (questionable representativeness
resulting from frequently missing values) has alsedeen demonstrated in the previous
section. In Table 6 it became clear that the sizmasure (academic staff) and R&D
expenditures are highly correlated. Thus small rermbf observations and potential
multicollinearity advice us to drop the R&D expetodes variable from the model. The other
proxy for research intensity, number of doctoratgrdes awarded also correlates with
academic staff and as shown in Model 5 even with ghare of ISCED 6 international

students’ share. Loosing significance and the sgtrdrop in parameter value suggest the
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presence of multicollinearity in Model 5. Due tor@dations from Model 6 we consider the
number of academic staff as a proxy for both in8th size and research intensity. Share of
ISCED 6 students and share of third party fundsvareables to be selected after a longer
procedure of trials of alternative measures of rimdonal embeddedness and external
fudning.

Models 7 to 11 in Table 4 show that research intigiasid size (measured by academic
staff), international embeddedness and third plantging are positively associated with the
probability of university patenting. The modelscalsuggest that institutions focusing more
intensely on education are most probably not prodeidn patenting and that patenting
probability is not affected by the age of a uniigrsHowever, specialization of academic
staff in natural science, engineering and medieddd increase patenting probability such that
the general quality of an institution. The last tmodels in Table 4 show similar behavior.
However, Model 11 in Table 4 (Model 1 in Table S)delected as a base for regional
extension in Table 5 because of its significardhgér institutional coverage (893 vs. 760)
Table 5 presents the results of the Probit reggassivhen regional variables are also included
in the model. The literature is somewhat ambiguasigo the impact of agglomeration on
academic entrepreneurship. However, the impaagibnal factors on university patenting (a
special form of academic entrepreneurship) hadeen studied much in the literature. So our
findings based on a large data set covering manhefEuropean institutes certainly bring
important information to this specific field of siyi Descriptive analyses in the previous
section indicate that the regional impact on ursigrpatenting will most probably be very
limited. Regression results in Table 5 indicatet treggional size, concentration of public
research, agglomeration of regional business ses\aad regional technological output are all
negatively associated with the probability of umsry patenting. The strong negative effects
are certainly surprising results. This finding tsoagly reinforced by Model 6 in Table 5
where a summary measure of the development ofetpienal innovation system (a dummy
for high innovation regions) is included in the megsion. Model 8 presents the marginal
effects in the final regression (Model 6). As sugjgd increasing international embeddedness
and external funding have some important potenttalsiniversities to expand their patenting

activities.

" Note that the regional extension was carried oitit Whe base of Model 10 as well and the findings a
essentially the same as the ones shown in TaljRegression results are available upon request.)



Table 4Binary Probit ML Estimation Results:

The Role of Institutional Factors in European Unsity Patenting

Model

1) 2 3) 4 (5) (6) (1) (8) ) (10) (11)
Constant -0.8270%*** -1.7433%* -1.5481 % -18450*** -2.2568*** -2.3117%* -2.3713%** -2.3528%** -2.3724%** -2.5924 %+ -2.2963***
(0.0684Y (0.1172) (0.0603) (0.0799) (0.1103) (0.1056) (0.1404) (0.1694) (0.1435) (0.1818) (0.1437)
R&D expenditures, 2008 4.96E-09*** -2.79E-09*
(1.12E-09) (1.59E-09)
Number of Doctoral Degrees, 0.0061*** 0.0022*** 0.0007
2008 (0.0004) (0.0006) (0.0007)
Academic Staff, 2008 0.00171*** 0.0008*** 0.0009*** 0.0010*** 0.0010%*** 0.0010%*** 0.0010%*** 0.0009*** 0.0009***
(0.0001) (0.0001) (0.0001) (6.62E-05) | (7.31E-05) | (7.84E-05) | (8.34E-05) | (7.74E-05) | (9.23E-05)
Share of ISCED 6 International 2.6709*** 2.8421 % 2.1896*** 2.1675%** 2.1783*** 2.0586*** 2.0717**
Students in Total ISCED 6 (0.3132) (0.3026) (0.3304) (0.3434) (0.3334) (0.3506) (0.3362)
Students, 2008
Share of 3rd Party Funds in 0.7609*** 0.8069*** 0.7584*** 0.5437* 0.6533**
Total Income, 2008 (0.2715) (0.2775) (0.2731) (0.2856) (0.2778)
Share of Tuition Fees in Total -0.2301
Income (0.4105)
Age of the Institution, 2008 4.09E-05
(0.0004)
Share of Academic Staff in 1.6835***
Natural Sciences, Engineering (0.3917)
and Medical Sciences in Total
Academic Staff, 2008
ARWU Top 500, 2008 0.3569**
(0.1784)
McFadden R-squared 0.05 0.29 0.32 0.37 0.43 0.43 0.43 0.44 0.43 0.44 0.43
Number of observations 535 496 1294 1225 1139 1187 893 892 872 760 893

Source:authors' own construction

a. The dependent variable takes 1 if at leastdnpais assigned to the university in 2006-2008.

b. Estimated standard errors are in parenthes&sndicates significance at p < 0.01; ** indicatg@gnificance at p < 0.05; * indicates p < 0.1.

c. This variable was selected as a result of syaiemegression runs accounting for the impachtdrnational embededdness by different indicatees (Table Al) in the
same econometric model (Model 5).

d. This variable was selected as a result of sywienegression runs accounting for the impactxtémal connectivity by different indicators (seable Al) in the same
econometric model (Model 7).



Table 5Binary Probit ML Estimation Results:
The Role of Institutional and Regional Factors imdpean University Patentifig

Model @ &) 3 4 ®) (6) ) (8
Marginal Effects in
Model (6)
Constant -2.2963*+* -2.2484*+* -2.2567*+* -2.2351%+* -2.1420** -2.2409%+* -2.0193*+* -0.4632*+*
(0.1437% (0.1460) (0.1449) (0.2698) (0.1598) (0.1493) (0.3255) (0.1493)
Academic Staff, 2008 0.0009*** 0.0009*** 0.0009*** 0.0006*** 0.0009*** 0.0009*** 0.0006*** 0.0002***
(9.23E-05) (9.30E-05) (9.29E-05) (0.0002) (9.73E-05) (9.31E-05) (0.0002) (9.31E-05)
Share of ISCED 6 Internationgl ~ 2.0717*** 2.2236%** 2.2843%** 3.2235%* 2.0125%** 2.0988*** 3.4499%** 0.4338***
Students in Total ISCED 6 (0.3362) (0.3491) (0.3534) (0.6066) (0.3552) (0.3512) (0.7126) (0.3512)
Students, 2008
Share of 3rd Party Funds in 0.6533** 0.6027** 0.6482** -0.3113 0.6068** 0.8479*** 0.0293 0.1753***
Total Income, 2008 (0.2778) (0.2801) (0.2799) (0.9514) (0.2938) (0.2874) (0.9790) (0.2874)
ARWU Top 500, 2008 0.3569** 0.3376* 0.3481* 0.5516* 0.3071 0.4164** 0.7649** 0.0861**
(0.1784) (0.1791) (0.1788) (0.3151) (0.1901) (0.1839) (0.3870) (0.1839)
Regional Population, 2008 -6.05E-05* -0.0003
(3.55E-05) (0.0004)
Doctoral Degrees Awarded in -0.0002** -0.0007
the Regiofi 2008 (9.58E-05) (0.0007)
Regional Business Services -0.0006* 0.0036
Employment: NACE J, K, ¥j (0.0003) (0.0032)
2008
EPO Patentt Applications fron -0.0010* -0.0022
the Region, 2008 (0.0006) (0.0016)
High Innovation Regiof) 2006 -0.4818*** -1.2524*+* -0.0996***
(0.1629) (0.3572) (0.1629)
McFadden R-squared 0.43 0.44 0.44 0.39 0.41 0.44 0.42 0.44
Number of observations 893 893 893 336 810 862 299 862

Source:authors' own construction

a. The dependent variable takes 1 if at leastdnpait assigned to the university in 2006-2008.
b. Estimated standard errors are in parenthesgdndicates significance at p < 0.01; ** indicatggnificance at p < 0.05; * indicates p < 0.1.
c¢. Regional sum without counting the value of thgpective institution.

d. J: Information and communication; K: Finance armirance; M: Professional, scientific and techhactivities, administrative and support services.

e. Dummy variable: it takes the value of 1 if tegion is specified as ,High innovation region” iretEuropean Regional Innovation Scoreboard (Ho#esdt al. 2009).

* The last two models in Table 4 show similar bebavHowever, Model 11 in Table 4 (Model 1 in Tallgis selected as a base for regional extensicause of its significantly larger
institutional coverage (893 vs. 760). Note thatriagional extension was carried out with the bdsdadel 10 as well and the findings are essentidlly same as the ones shown in Table 5.
(Regression results are available upon request.)
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4. Conclusion

In this paper we carried out a first cut spatigdlexatory study on EUMIDA data with a
large coverage of European research oriented il (about two-third of research active
universities are included even in the final regassample). An important additional novelty
of our study is that NUTS3 level aggregation ofadatapplied contrary to the usually utilized
NUTS 2 information.

Most of the institutional factors (university siz@search intensity, external funding,
international embeddedness and university quabtgnd in a positive association with
university patenting. This reinforces previous fimg$ in the literature by studies usually
operating with significantly less coverage of higaducation institutions.

The most surprising results are related to the ofleegional factors in university
patenting. Our final results suggest that the wfléhose regional factors that are usually
found important for university technology transfeegional size, concentration of public
research, agglomeration of regional business sEsyiegional technological output and the
development of the regional innovation system) alle negatively associated with the
probability of university patenting. These resuffsggest that the regional innovation
environment is not only marginally important foriversity patenting (which have already
been suspected by some studies in the literatuteifdbimpact is even negative: universities
located in regions with less developed innovatigsteams seem to have a higher chance to
patent than otherwise. This is an important and oleservation.

The negligible role of regional factors in univéyspatenting in our study resembles
very much to findings on publication behavior whedtree agglomeration of regional
innovation factors’ impact is not observed eith&farga, Pontikakis, Chorafakis 2013,
Sebestyén, Varga 2013). Thus it seems that uniygyatenting is driven by institutional and
regional factors similar to those that drive pudificn behavior. It is a somewhat strange
result considering an activity (patenting) thasugpposed to be related to the industrial world.
However, this result might be related to findingstlmose studies where limited industrial
relevance of a significant share of university ptgas suggested.

There are several constraints of this study. Tist €éine is that only the impacts on the
probability of patenting are studied with no distion being made with respect to the
intensity of patenting. This choice ruled out thessbility to examine more closely those
institutions that seem to be outliers in many retspéVhen we made the decision to focus on

the presence of patents but not on their qualitymight also ruled out to study some of the
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potentially important differences among higher @yaluniversity patent producing
institutions and the other institutions developiagly medium or low quality patents.
Considering the aspects of quality might put thepast of the regional innovation
environment in a different perspective as well. M&ve these research possibilities open for
further attempts.

References

Acosta, M., — Coronado, D. — Martinez, M. A. (2018patial differences in the quality of university
patenting: Do regions matteResearch Policy41, pp. 692-703.

Academic Ranking of World Universities (2008): Aeadic Ranking of World Universities — 2008.
Source: http://www.arwu.org/ARWU2008.jsp Accesskedune 2012.

AUTM (2011): US and Canadian Licensing Activity 8eys — quantitative data and real-world
examples about licensing activities at US and Ciamadniversities, hospitals and research
institutions. Association of University Technololglanagers. East Lansing.

Azagra-Caro, J. M. — de Lucio, I. F. — Gracia, A. @003): University patents: output and input
indicators ... of whatResearch Evaluatigri2, pp. 5-16.

Azagra-Caro, J. M. — Pontikakis, D. — Varga A. (2DJAbsorptive capacity and the delocalisation of
university-industry interaction. Evidence from peigations in the EU's Sixth Framework
Programme for ReseardBuropean Planning Studi¢forthcoming).

Bonaccorsi, A. — Brandt, T. — De Filippo, D. — Lepd. — Molinari, F. — Niederl, A. — Schmoch, U.
— Schubert, T. — Slipersaeter, S. (201gasibility Study for Creating European University
Data Collection. Final Study RepoiEuropean Commission, Research Directorate — Gienera
Directorate C — European Research Area, Univessitiel Researches. Source:
http://www.google.hu/url?sa=t&rct=j&q=&esrc=s&sowreweb&cd=2&cad=rja&ved=0CCYQFjAB&ur
I=http%3A%2F%2Fec.europa.eu%2Fresearch%2Fera% 2%dbeEn%2Feumida-final-
report.pdf&ei=hBVDUKTWNCcXctAbAO4CIAQ&uUsg=AFQjCNHIMALBrx1qeCclnBNTT3mwuzB4w
&sig2=YabyglLu7k4dg_mbgaG4qlg Accessed: 31 Augudi220

Carlsson, B. — Fridh, A. (2002): Technology transfe United States universities: a survey and
statistical analysislournal of Evolutionary Economic$2, pp. 199-232.

Coupé, T. (2003): Science is golden: academic R&D aniversity patentslournal of Technology
Transfer 28, pp. 31-46.

Erdés K. — Varga A. (2012): The academic entrepreneyth or reality for increased regional growth
in Europe? In van Geenhuizen, M. — Nijkamp, P. Xe@seative Knowledge CitiesEdward
Elgar, Cheltenham, UK and Northamptom, MA, US, Pp7-181.

Feldman, M. (1994): The University and Economic &epment: The Case of Johns Hopkins
University and BaltimoreEconomic Development QuarterB;, pp. 67-76.

Friedman, J. — J. Silberman (2003): University tetbgy transfer: do incentives, management and
location matter3dournal of Technology Trans{e28, pp. 17-30.

Goldstein, H. (2002): Universities as Regional Gito®ngines: The Case of the Research Triangle of
North Carolina. In Varga A. — Szerb L. (ed$é)novation, Entrepreneurship and Regional
Economic Development: International Experiences hhhgarian ChallengesUniversity of
Pécs Press, Pécs, pp. 208-231.

Giuliani, E. — Arza, V. (2009): What drives the fimation of valuable university—industry linkages?
Insights from the wine industriResearch Policy38, pp. 906-921.

Gulbrandsen, M. — Sliperseeter, S. (2007): The tmgkion and the entrepreneurial university model.
In Bonaccorsi, A. (ed.)Universities and Strategic Knowledge Creation: $glemation and
Performance In EuropeEdward Elgar, Cheltenham, UK and Northampton, MIS, pp. 112-
143.

Hollanders, H. — Tarantola, S. — Loschky, A. (200®ggional Innovation Scoreboard (RIS) 20B€o
Inno Europe Paper, 14, Entreprise and Industry Mage, Brussels. Source:
http://www.proinno-europe.eu/page/regional-innomatscoreboard



Institutional and Regional Factors Behind Univeydratenting in Europe ... 165

Koo, J. (2007): Determinants of Localized Techngl&pillovers: Role of Regional and Industrial
Attributes.Regional Studiegt1, pp. 995-1011.

Lach, S. — Schankerman, M. (2004): Royalty shaaing technology licensing in universitidaurnal
of the European Economic Associati@npp. 252—-264.

Landry, R. —. Amara, N. — Ouimet, M. (2007): Detarants of knowledge transfer: evidence from
Canadian university researchers in natural scieaoesengineeringJournal of Technology
Transfer 32, pp. 561-592.

Louis, K. S. — Blumenthal, D. — Gluck, M. E. — StpM. A. (1989): Entrepreneurs in Academe: An
Exploration of Behaviors among Life Scientisdglministrative Science Quarterlg4, pp. 110-
131.

NSF (2010): NSF Survey of Research and Developneqpenditures at Universities and
Colleges/Higher Education Research and Developm&tdtional Science Foundation,
Arlington.

Pike, A. — Rodriguez-Pose, A. — Tomaney, J. (e@§11): Handbook of Local and Regional
DevelopmentRoutledge, London, UK and New York, US.

Ponomariov, B. L. (2008): Effects of university cheteristics on scientists’ interactions with the
private sector: an exploratory assessmamirnal of Technology Transfe33, pp. 485-503.
Renault, C. (2006): Academic Capitalism and Uniigrincentives for Faculty Entrepreneurship.

Journal of Technology Transfe31, 2, pp. 227-239.

Rogers, E. M. - Yin, J.— Hoffmann, J. (2000): Asseg the effectiveness of technology transfer
offices at US research universitiéhe Journal of the Association of University Tedbgyp
Managers12, pp. 47-80.

Saragossi, S. — Van Pottelsberghe de la Potteri3): What patent data reveal about univessitie
the case of Belgiundournal of Technology Trans{e28, pp. 47-51.

Saxenian, A. (1994)Regional advantage: culture and competition incBiti Valley and Route 128
Harvard University Press, Cambridge, US.

Schartinger, D., — Rammer, C. — Fischer, M. — kehlJ. (2002): Knowledge interactions between
universities and industry in Austria: sectoral eats and determinant®esearch Policy31, pp.
303-328.

Sebestyén T. — Varga A (2013): Research Produgtasiid the Quality of Interregional Knowledge
Networks.Annals of Regional Scien€®rthcoming).

Siegel, D. S. — Waldmann, D. A. — Link, A. N. (200&ssessing the impact of organizational
practices on the productivity of university techomy transfer offices: an exploratory study.
Research Policy32, pp. 27-48.

Van Looy, B. — Ranga, M. — Callaert, J. — Debackdéte— Zimmermann, E. (2004): Combining
entrepreneurial and scientific performance in agadetowards a compounded and reciprocal
Matthew-effectResearch Policy33, pp. 425-441.

Varga A. (1998):University Research and Regional Innovation: A Bpdconometric Analysis of
Academic Technology Transferduwer Academic Publishers, Boston.

Varga A. (2000): Local academic knowledge spillevand the concentration of economic activity.
Journal of Regional Sciencé0, pp. 289-309.

Varga A. (ed.) (2009)Universities, Knowledge Transfer and Regional Depealent: Geography,
Entrepreneurship and PolicEdward Elgar. Cheltenham, UK and Northampton, NS,

Varga A. — Anselin, L. — Acs Z. (2005): Regionahavation in the US over space and time. In Maier,
G. — Sedlace, S. (edsfpillovers and Innovation: City, Environment, arte tEconomy.
Interdisciplinary Studies in Economics and Managemé&pringer, Wien, Austria and New
York, US, pp. 93-104.

Varga A.- Pontikakis, D~ Chorafakis, G. (2012): Metropolitan Edison andngopolitan Pasteur?
Agglomeration and interregional research networleat§ on European R&D productivity.
Journal of Economic Geograplfforthcoming).

Wicksteed, W~ Autio, E. - Doel C.- Garnsey E- Green C- Peters K. (2000)The Cambridge
Phenomenon Revisited/icksteed, Cambridge, UK, Segal Quince.



166 Attila Varga — Marton Horvéath
Appendix IThe set of potential institutional variables
Probit model with one explanatory variable
Dependent variable: Binary (it equals 1 if the
Regional institution owns any patent with priority year 20086,
.. PrOXy variable Data source 2007 or 2008 and 0 otherwise)
characteristic
Parameter
Parameter o McFadden  Observation
significance at
sign R-squared number
p<0.1
RESEARCH Number of Doctoral Degrees, 2( EUMIDA (Extended + S 0.31 129«
INTENSITY R&D Expenditures in EUR, 20! EUMIDA (Extended + S 0.04 53E
Total Staff, 200 EUMIDA (Extended + S 0.3 1227
Academic Staff, 200t EUMIDA (Extended + S 0.3% 127¢
SIZE OF THE Total Students ISCED 5, 20 EUMIDA (Extended + S 0.1z 134¢
INSTITUTION Total Students ISCED 6, 20 EUMIDA (Extended + S 0.22 1347
Total Expenditures in EUR, 20 EUMIDA (Extended + S 0.1Z 105¢
Core Funding in UR, 200¢ EUMIDA (Extended + not 0.0C 69¢
Foreign Academic Staff, 20 EUMIDA (Extended + S 0.1C 647
Share of ISCED 6 International Student:
INTERNATIONAL calculated + S 0.07 769
Total ISCED 6 Students, 2008
EMBEDDEDNESS
Share of International Drees (Doctorate) i
calculated + S 0.03 533
Total Degrees (Doctorate) , 2008
R&D Funding Private Sector in EUR, 2( EUMIDA (Extended + S 0.02 841
Share of R&D Funding Private Sector in Tc
calculated - not 0.00 449
EXTERNAL FUNDING  Income, 2008
3rd Party Funding in EUR, 20 EUMIDA (Extended + not NA 1001
Share of 3rd Party Funds in Total Income, 2008 utated + S 0.01 1000
EDUCATION - .
Share of Tuition Fees in Total Income, 2008 cakeda - S 0.01 979
SIGNIFICANCE
AGE OF THE o
Age of the Institution in 2008 EUMIDA (Core) + S 10. 1334
INSTITUTION
Share of Staff in Natural Science, 20 calculater + S 0.1% 822
Share of Staff in Engineering Technology, 2 calculates + not 0.0C 822
SCIENTIFIC Share of Staff in Medical Sciences, 2008 calculated + S 0.02 822
SPECIALIZATION Share of Academic Staff in Natural Scienc
Engineering and Medical Sciences in Total  calculated + S 0.09 822
Academic Staff, 2008
Academic Ranking
ARWU Top 100, 2008 of World + S 0.04 1364
UNIVERSITY Universities
PRESTIGE Academic Ranking
ARWU Top 500, 2008 of World + S 0.28 1364

Universities*

Source:own construction
Note *ARWU (2008)
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Appendix ZThe set of potential regional variables

Probit model with one explanatory variable

Dependent variable: Binary (it equals 1 if the

institution owns any patent with priority year

Regional . 2006, 2007 or 2008 and 0 otherwise)
. Proxy variable Data source
characteristic Parameter
o McFadde .
Paramet significanc R Observatio
nR-
er sign eatp< n number
squared
0.1
Regional Populatio- Annual Average Population in ti
. Eurostat + S 0.00 1364
Region, 2008 (1000)
REGIONAL SIZE o !
Employment 200:- Total- All NACE Activities (1000 Eurosta + not 0.0C 115¢
GDP at Current Market Prices 2008 (Millions of P Eurosta + not 0.0C 1128
REGIONAL
EUMIDA (Core) -
UNIVERSITY . .
Doctoral Degrees Awarded in the Region, 2008 aggregated to + S 0.00 1364
RESEARCH
NUTS 3 level
INTENSITY
Employment 200:- Agriculture, Forestry and Fishi Eurosta + S 0.01 74€
Employment 2008- Industry (except Constructic Eurosta + not 0.0C 764
Employment 200 Manufacturing Eurosta + not 0.0C 768
Employment 200~ Constructiol Eurosta + S 0.0C 764
Employment 200 Wholesale and Retail Trade, Transp
. . e Eurostat + S 0.00 695
Accommodation and Food Service Activities
Employment 200:- Information and Communicatit Eurosta + not 0.0cC 64¢€
Employment 200¢- Financial and Insurance Activiti Eurosta + S 0.01 69E
Employment 200t Real estate Activitie Eurosta + not 0.0C 64¢
INDUSTRIAL Employment 200:- Professional, Scientific and Techni
T S ] - Eurostat + not 0.00 648
SPECIALIZATION Activities; Administrative and Support Service Adties
Employment 200 Regional Business Services (Informat
and Communication; Financial and Insurance Actsiti
) o _ o calculated + not 0.00 648
Professional, Scientific and Technical Activities;
Administrative and Support Service Activities)
Employment 200t Public Administration, Defenct
i ) o Eurostat + S 0.00 695
Education, Human Health and Social Work Activities
Employment 200t Arts, Entertainment and Recreation; Ot
Service Activities; Activities of Household and Ea¢t Eurostat + not 0.00 648
Territorial Organizations and Bodies
EPO Patent Applications from the Region, 2008 Hatos - S 0.01 1231
REGIONAL European Regioni
INNOVATION High Innovation Region, 2006 Innovation - not 0.00 1328
Scoreboard*

Source:own construction
Note *Hollanders et al. (2009)
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12. Regional Entrepreneurship in Hungary Based onhie Regional
Entrepreneurship and Development Index (REDI) Methaology

Laszlé Szerb - Eva KomldsiZoltan J. Acs - Raquel Ortega-Argilés

This paper presents a regional application of thieldal Entrepreneurship and Development Index
(GEDI) methodology of Acs and his co-authors (2at3xamine the level of entrepreneurship across
Hungary’'s seven NUTS-2 level regions. The Regidi#tepreneurship and Development Index
(REDI) has been constructed for capturing the cxiot features of entrepreneurship across regions.
The REDI method builds on a Systems of EntreprehguiTheory and provides a way to profile

Regional Systems of Entrepreneurship. Importaneetspof the REDI method including the Penalty
for Bottleneck analysis, which helps identify coaiging factors in Regional Systems of

Entrepreneurship, and Policy Portfolio Optimizatiamalysis, which helps policy-makers consider
trade-offs between alternative policy scenarios asdociated allocations of policy resources. The
paper portrays the entrepreneurial disparities amsinHungarian regions and provides public policy

suggestions to improve the level of entrepreneprsimd optimize resource allocation over the 14
pillars of entrepreneurship in the seven Hungarniagions.

Keywords: Entrepreneurship, Regional Developmentreépreneurship policy, Hungary

1. Introduction

Entrepreneurship as a major driver for economic ebigament, growth,
competitiveness, employment, productivity and iretmn has been gaining increasing
importance over the last thirty some years. (Ad3&®@cset al. 2008, Carree — Thurik 2003,
Braunerhjelmet al. 2009). However, the extent and the magnitidés influence varies
across countries and regions (Acs 2010, Audretdehtsch 2002, Fritsch — Schmude 2006).
The reasons behind that is start-up rates as veelpast-entry firm performances are
influenced by contextual institutional and reguigtdeatures, input and product market
structures and the quality of human capital. Furtiiege, agglomeration factors such as
clustering, proximity to vital infrastructures, awctivity to major markets shape further the
entrepreneurial climate and innovation milieu o tlegions (Audretsch — Feldman 1996,
Boschma — Lambooy 1999, Andersgaral. 2005). The start-up rate of new businessess
the industry composition and, hence, influencesored growth and contributes to regional
disparities (Feldman — Audretsch 1999, Feldman 2@Qadrestch — Fritsch 2002, Acs —
Varga 2005, Fritsch — Mueller 2004).

! The research results underlying this study haven Ise@ported by the MTA-PTE Innovation and Economic
Growth Research Group project
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Interestingly, even entrepreneurship has gained¢kqgand ardent acceptance from
practitioners in the policy agenda, since its apgeee, entrepreneurship policy as quasi-
independent field apart from public and small basgpolicy has been emerging just recently
(Lundstrém — Stevenson 2005). This policy evoluticas mainly constrained and influenced
by the availability of data Although the role of entrepreneurship in econodegelopment
is gradually becoming clearer, the understandingoalicies to harness the potential of
entrepreneurship remains underdeveloped. This @aersy is largely explained by the
discrepancy between the definition and the measuentrepreneurship. While the complex
and multidimensional nature of entrepreneurshigvidely accepted (Wennekers — Thurik
1999) major measures of entrepreneurship areositdimensional (lversest al. 2008). The
most frequently used start-up, ownership and basigensity rates are problematic because
they do not differentiate between the quality ame quantity aspects of entrepreneurship (Acs
— Szerb 2012, Shane 2009). Therefore, the latestrdhical findings imply deviating from
simple entrepreneurship measures to more comptisaitors and indices that relate positively
to economic development. Moreover, single measates miss to identify the effect of
national and contextual factors that could alsoy weifferent according to the stages of
economic development (OECD 2007).

The Global Entrepreneurship and Development Ind&x[l) project came to alive to
provide a suitable measure of entrepreneurshipdbasethe multidimensional definition of
entrepreneurship and to present a useful platfasmpblicy analysis and outreach. The
distinguished features of GEDI are (1) the contaiidation of individual-level data by a
country's institutional conditions; (2) the use @&# context-weighted measures of
entrepreneurial Attitudes, Abilities and Aspirasor(3) the recognition that different pillars
combine to produce system-level performance; apth@consequent recognition that national
entrepreneurial performance may be held backdiyleneck factors i.e. poorly performing
pillars that may constrain system performance @cad. 2013).

The first attempt to adapt the GEDI methodologyneasure regional entrepreneurship,
the Regional Entrepreneurship and Development IndexDllREhas been constructed for

capturing the contextual features of entreprengurabross NUTS-2 level Spanish regions

2 Following earlier initiatives such as the Obseowatof European SMEs, consistent data collectiosuainew

firm formation just started less than 15 years &gyue of the pioneers was the Global Entreprenquidioinitor
launched in 1998 (Reynolad al. 2005). A measure of the regulatory and tunstinal framework of new firms

is the World Bank's Ease of Doing Business indexthe mid-2000s, OECD launched an entrepreneurship
measure program based on a comprehensive, multidioreal definition of entrepreneurship (Hoffmanal.
2006).



170 Laszl6 Szerb - Eva Komlosi- Zoltan & ARaquel Ortega-Argilés

(Acs et al. 2012). In the present paper, we providertndu development of the GEDI and
REDI methodologies and their application for meeguregional level entrepreneurship in
seven NUTS-2 level Hungarian regions. As a restilthe original GEDI methodology
improvement, the amended technique makes possilialance out and optimize the resource
allocation of the 14 pillars of entrepreneurshipmitar to the Spanish regional analysis, this
version is also capable to offer tailor-made posaggestions for the seven Hungarian regions
by identifying the weaknesses of the regional @néeeurial climate and individual factors.
The structure of the paper is the following: thextngection of the paper is about the
regional adaption of the GEDI methodology includihg new development. In section three,
this is followed by the results of the analysis gadicy discussion. Finally in section four,

the paper concludes with a summary.

2. The Global Entrepreneurship and Development Inde (GEDI)

GEDI views entrepreneurship as part of a Natioryak&n of Entrepreneurship (Aes
al. 2013). As such entrepreneurship occurs in respdosthe dynamic, institutionally
embedded interaction between entrepreneurial détstu abilities, and aspirations, by
individuals, which drives the allocation of resascthrough the creation and operation of
new ventures.

GEDI is based on twenty-eight variables which magdourteen pillars further divided
into three sub-indicesttitudes(ATT), abilities (ABT) and aspiration (ASP). The abilities
and aspiration sub-indices capture actual entrepirship activities as they relate to nascent
and start-up businesses, while the entrepreneatilide (ATT) sub-index identifies the
attitudes of a country's population as they retatentrepreneurship. Each of the fourteen
pillars contains an individual and institutionalriehle® The GEDI index also applies the
novel Penalty for Bottleneck (PFB) methodology whitacilitates the identification of

bottlenecks relevant for policy developnient
3. The Penalty for Bottleneck

We have defined entrepreneurship as thaamic interaction of entrepreneurial
attitudes, abilities, and aspirations and developee Penalty for Bottleneck (PFB)

% See Appendix 1, 2 and 3 for the complete GEDI &amrk.
* For the description of the full methodology seesAad Szerb (2011).
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methodology for measuring and quantifying these interactiohss(et al. 2013). Bottleneck
is defined as the worst performing weakest linkpmding constraint in the system. With
respect to entrepreneurship, by "bottleneck” we nm@ashortage or the lowest level of a
particular entrepreneurial indicator as comparedatteer indicators of the sub-index. This
notion of bottleneck is important for policy purgss Our model suggests that attitudes,
ability and aspiration interact; if they are outaflance, entrepreneurship is inhibited.

The sub-indices are composed of four or five conepts) defined as indicators that
should be adjusted in a way that takes this nagfdpalance into account. After normalizing
the scores of all the indicators, the value of emchcator of a sub-index in a country is
penalized by linking it to the score of the indaratvith the weakest performance in that
country. This simulates the notion of a bottlenatkhe weakest indicator were improved,
the particular sub-index and ultimately the whole&eB® would show a significant
improvement. Moreover, the penalty should be highéifferences are higher. Looking from
either the configuration or the weakest link pecspe it implies that stable and efficient sub-
index configurations are those that are balancadglabout the same level) in all indicators.

Mathematically, we model the penalty for bottlereebly modifying Casado-Tarabusi and

Palazzi (2004) original function for our purpos€ke penalty function is defined as:

h. .=y

r
B Fmin

+(1— e bromnly (1)

where#; ; is the modified, post-penalty value of index comgat j in country i
¥,j Is the normalized value of index component j inrmoy i
¥min IS the lowest value af; ; for country i.

i=1,2,...... m = the number of countries

=1, 2,....... n = the number of index components

We suggest that this dynamic index constructiopadicularly useful for enhancing
entrepreneurship in a particular country. There tare potential drawbacks of the PFB
method. One is the arbitrary selection of the miagiei of the penalty. The other problem is
that we cannot exclude fully the potential thataatipularly good feature can have a positive
effect on the weaker performing features. Whiles tkbuld also happen, most of the
entrepreneurship policy experts hold that policgudth focus on improving the weakest link

in the system. Altogether, we claim that the PFBhoeology is theoretically better than the

® This methodological section is based on Acs arett5@2011, 2012).
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arithmetic average calculation. However, the PFstdd GEDI is not necessary an optimal

solution since the magnitude of the penalty is wwkm

4. The regional adaptation of the Global Entreprenarship and Development Index

In order to use the GEDI index for a regional as@lythe data and variable used must
be adapted to reflect regional conditions. The teempt for such an adaption has been done
by Acsand his co-authors (2012) using regional data f@irs In this paper, we follow Acs
and his co-author®012) for the creation of the 14 pillars but useamended version of the
GEDI methodology that adjusts the individual pikeerages before penalizing then.

The main concern for the individual variables usetthe availability of a representative
sample size for each of the seven Hungarian reljitmvever, the adaption of institutional
variables for regional analyses is more complicalgehlly, we would use the same variables
for the regional analyses as we do for the coutdmel analysis. Unfortunately, most
institutional variables are not available for sfiegiegions. Several options exist to overcome
this limitation. One possible solution is to usesdly correlated regional proxies to substitute
for a missing variable. Another possible solutisnto simply use the same country level
institutional variables for all regions. In theseses where this method is used, the pillar level
value would correspond entirely to the variationsthe individual level variable used.
Though the institutional variance would be missiitgis likely that the variance of the
institutional variables within a country is muchvier than the variance between countries. In
light of the lack of regional institutional leveath for five GEDI pillars, we applied a mixed
method, incorporating all three alternative apphesc The idea behind the regional
entrepreneurship index construction is to find @egi level institutional data that are
available also in the country level. If the regibmestitutional data are lacking then country
level institutional data can be applied. Out of einstitutional variables, we apply for the
entrepreneurship index construction 9 variableckviaire available in the NUTS-2 regional

leveld. As a consequence, real Hungarian regional diffe@e may be higher than our

® While it was not a problem for Spain that had giorally representative sample, we had to use éepatata
set of the GEM 2008-2012 Adult Population Survegcténg a sample of 10 000, in total. For a detailed
discussion regarding the methodology used for G&ibhtry analyses see Acs et al. (2012).

" The detailed description of all of the variables aources can be found in Appendix 1 and AppeRdix

8 Over the last decades, it has been an increasmgment in the European Union to collect institogb
variables not only at the country, but also at thgional levels (NUTS-1, NUTS-2 and NUTS-3). This
increasing data collection activity provides a weaigpportunity to construct an entrepreneurshigxrsimilar

to the national GEDI. See the Eurostat regionadluade: http://epp.eurostat.ec.europa.eu
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analysis shows. The overall regional level entrepueship and development index for the
Hungarian regions are calculated as benchmarkiegctiuntry level pillars. While this
combined methodology makes possible to contrastetiteepreneurial performance of the
Hungarian regions to other countries, it is morprapriate to compare the regions to one
another. For calculating the country and the reglidevel index values the following steps
are applied.

First, after handling the outliers we normalize phitar values:

x, = —d— (2)

for all j= 1,..m the number of pillars

wherezx; ; is the normalized score value for country or ragiand pillar
z; j is the original pillar value for country and regioand pillar j

max; z; ; is the maximum value for pillar j

Let's calculate the average of each of the 141gilés

El,x .

£ = —nLi for allj (3)

wherex; is the normalized score for country or regidar a particular pillar.

¥ is the arithmetic average of the pillar for numbeountries and regions

The average of the 14 pillars average is the faligw

B .
y=—" (4)

We want to transform the values in such a way to preserve that the minineahne

is 0 and the maximum value is 1 and the averagjeedfransformed valug ( O<y, <1).
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The task can be divided into two non-trivial parss

(@)
(b)

Xl X
Vv A
< «i

In case (a) the average is higher and incase épterage is lower than the original
pillar averages. Ik, = ¥ then the solution is trivial.

@) case: X<y
1-y
- =1-(1-x)—= (5
Y =1-(1- %)= ©)
(b) case:X >y
1 ifx,=1
Ye = x; j:% otherwise ()

where k is the number of units having originally the valueAfter the transformatiory,

cannot be smaller tha%.

5. Hungary's regions compared at the GEDI aggregatievel

The relative rankings of Hungary’'s seven regionsebleon their aggregate GEDI scores
as compared to 83 other countries are shown ineTablThe regional scores are quite
heterogeneous, while the scores and rankings @n ttange from at the high end, 47.7 for
Central Hungary which is ranked in®3filace to 36.1 at the low end for Southern GreainPI
which is ranked in 63 place. In terms of country comparisons, Centrandduy's score ranks
it at a level similar to Latvia and Turkey, whil@@hern Great Plain's ranking is similar to
Dominican Republic and Panama.

We can state that the GEDI rankings of the regi@fiect roughly their well-known
ranking relating to regional disparities. Only thesition of Central Transdanubia deviates
from the expected position. In terms of GDP pelitea@entral Transdanubia possess a better
position, usually being placed directly after Westé€ransdanubia.
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Table 1The GEDI 2006-2011 ranking: Countries and Hungarggions compared

Per capita Per capita
Rank Country/Region | GDP (PPP)| GEDI | Rank Country/Region GDP (PPP)| GEDI

1| United States 47 184 78.7 47| Greece 28154 421
2 [ Denmark 39558 76.4 48| Barbados 19252 41.3
3| Sweden 38947 75.2 49| Hungary 2008-2012 41.2
4| Australia 39407 74.6 50| Western Transdanubia 18 775 39.8
5] Netherlands 42 475 73.2 51| South Africa 10 486/ 39.5
6| Canada 38915 70.3 52| Macedonia 11072 39.4
7 | United Kingdom 35860 68.6 53| Northern Hungary 12 246/ 39.3
8| Iceland 34949 68.3 54| Southern Transdanubig 13856 39.2
9| Norway 56 894 67.9 55| Mexico 14 566 39.0
10| Switzerland 46 215 66.9 56| Tunisia 8 524| 38.1
11| France 33820[ 66.8 57| Argentina 15893 38.0
12| Taiwan 37931 66.1 58| Central Transdanubia 16 726 37.0
13| Puerto Rico 16 300 65.0 59( China 7536 37.0
14| Finland 36 660 63.1 60| Jordan 5706 36.5
15( Belgium 37 448 62.8 61| Northern Great Plain 13036 36.3
16| Germany 37591 62.3 62| Dominican Republic 9280 36.1
17| Austria 39698 61.7 63| Southern Great Plain 13307 36.1
18| Chile 15044 61.7 64| Panama 13877 34.9
19( Singapore 57 505 61.4 65| Thailand 8 490 33.8
20| Ireland 39727 61.2 66| Trinidad and Tobago 25539 33.0
21| Israel 28 546 59.2 67| Jamaica 7839 32.8
22| United Arab Emirates 38089 55.9 68| Russia 19 840 32.7
23| Slovenia 27 556 53.0 69| Kazakhstan 12 050 32.2
24| Poland 19 747 51.7 70| Serbia 11488 32.1
25| Saudi Arabia 22545 51.5 71| Nigeria 2363 32.0
26| Czech 25299 49.8 72| Syria 5248] 315
27| Hungary 2011 20 307 49.7 73| Brazil 11127, 31.3
28| Spain 32070, 49.1 74] Indonesia 4293 31.2
29| Lithuania 18184 48.6 75| Boshia and Herzegovinpa 8 750 30.4
30| Latvia 16 312 47.8 76| Bolivia 4816 30.3
31| Central Hungary 33978 47.7 77| Egypt 6281 30.1
32| Turkey 15340 47.1 78| Ecuador 8105 29.3
33| Uruguay 14 277 47.1 79| Philippines 3940 29.0
34| Korea 29 004 46.7 80| Costa Rica 11351 28.6
35] Italy 31555 46.7 81| Iran 11 467 28.4
36| Hong Kong 46 157 46.2 82| Morocco 4668 28.1
37| Colombia 9392 45.9 83| Venezuela 11956, 27.8
38| Portugal 25573 45.7 84| India 3586 27.3
39| Croatia 19516 45.6 85| Algeria 8322 26.8
40| Japan 33994 44.9 86| Zambia 1550, 24.6
41| Slovakia 23897] 44.8 87| Pakistan 2674 234
Budapest* 30095 44.6 88| Rwanda 1155 23.1

42| Hungary 2010 44 .4 89| Ghana 162 22.7
43| Peru 9470 43.6 90| Guatemala 474D 22.7
44| Romania 14 28y 43.5 91| Angola 603§ 227
45| Lebanon 13948 42.2 92| Uganda 1263 22.4
46| Montenegro 1267p 42.1 93| Bangladesh 1643 18.1

Source:authors’ own construction
Note *Hungary's ranking is shown in bold and Hungarggional rankings are shaded.
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However, according to the latest report of the Huiamn Central Statistical Office,
Central Transdanubia’s position has worsened latety example, both the FDI and the
attracted overall domestic investment to the regenously decreased in 2011 (KSH 2012).

In order to better understand the numbers behiedowerall ranking, we provide
Hungary's regional rankings for the three GEDI subees, shown in Table 2
Entrepreneurial Attitudes (ATT)Entrepreneurial Abilities (ABT)and Entrepreneurial
Aspirations (ASR)

Table 2Hungarian regions relative position: sub-indexeleand GEDI

ATT ABT ASB GEDI

Rank Value Rank Value Rank Value Rank Value
Central Hungary 51.33 43.36 48.55 47.74
Central Transdanubia 5 33.41 6 38.23 6 39.28 5 36.98
Western Transdanubia 2 35.54 2 42.96 5 41.02 2 39.84
Southern Transdanubia 3 33.98 3 39.83 3 43.93 4 39.25
Northern Hungary 4 33.68 4 38.42 2 45.75 3 39.28
Northern Great Plain 6 32.53 5 38.26 7 38.23 6 36.34
Southern Great Plain 7 31.36 7 35.49 4 41.44 7 36.10
Budapest 42.47 43.68 47.77 44.64
Hungary 2011 45,54 53.40 50.21 49.70
Hungary 2010 43,95 46.35 42.91 44.40
Hungary 2008-2012 37.98 42.25 43.45 41.21

Source:authors’ own construction

These sub-indices make up the overall GEDI scodeaadress specific issues regarding
entrepreneurship development. As depicted in T2btegional differences are the highest for
the Entrepreneurial Attitudes. If we look at thp ®ranking regions for all three sub-indices,
we find thatCentral Hungary (including Budapest)Vestern Transdanubiand Southern
Transdanubighold the positions for Entrepreneurial AttitudesT{A and for Entrepreneurial
Abilities (ABT). In the case of Entrepreneurial Aspion (ASP),Central Hungary (including
Budapest) takes the % place, while Northern Hungary holds the ¥ and Southern
Transdanubiahe 3%,

6. Hungary's regions compared at GEDI's pillar levé

In this section, we focus on the analysis of Hugigar regions at the pillar level. Table
3 shows the pillar values for Hungary's regions andudes two additional useful

benchmarks: the average pillar values for the mdsanced innovation driven econonfies

° Innovation driven economies are defined accordingthe World Competitiveness Survey
categorization (Porter — Schwab 2008).
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and the average value of Hungary's 7 regions. \We idlentify the most favorable and the
least favorable pillar value for each region anddbhenark.

The least overall regional pillar variance (0.01aswfound in the case of the pillar
capturing the regional entrepreneurial culturet(oal support), implying a relatively equal
acceptance and recognition of the role of entrearenthroughout the 7 regions. While the
overall regional pillar variance in the case of pikar relating to the start-up skills (startup
skills) appears to be quite large (0.25), sinceaitges from 0.27 (Central Transdanubia) to
1.00 (Central Hungary). Examining the least favtgaindicators, we see the difficulties
facing Hungarian businesses across the regionsdognize and utilize good business
opportunities and ideas exemplified by thgportunity perceptiomillar which is the weakest
pillar in all regions. Sincepportunity perceptiorbelongs to the ATT sub-index, it explains
the generally weak performance of Hungary and theddrian regions in entrepreneurial
attitudes. Whileopportunity perceptiorappears to be the weakest pillar of the innovation
driven economies as well, but the difference isstartial. The innovation-driven country
average is 0.53, and the Hungarian regional avesa@é9 (Hungary 2008-2012).



Table 3Hungarian regions relative position: pillar level

Regions 1 2| 3% 4 5| 6% 7 8 9*| 10| 11 12 13¥14**| Less favorable* Most favorable
Central Hungary 0.301.00| 0.42| 0.66| 0.44] 0.54] 0.42| 0.50| 0.33] 0.3 0.47| 0.54| 0.61] 0.61| PERGEPTION | STARTUP SKILLS
Central Transdanubia 0.1.27] 0.42| 0.52| 0.45| 0.61| 0.26| 0.39] 0.43| 0.37] 0.37| 0.49| 0.50| 0.42| PERGEPTION | | OPPORTUNITY STARTUP
Western Transdanubia | 0.0.34 0.44) 0.50| 0.45| 0.65| 0.36| 0.48| 0.40| 0.33] 0.34] 0.40| 0.76| 0.44] PERCEPTION | INTERNATIONALIZATION
Southern Transdanubia | 0410.42] 0.43] 0.51] 0.44| 0.55| 0.54] 0.38] 0.41] 0.42] 0.33] 0.66| 0.77| 0.44 PERGEPTION . |'NTERNATIONALIZATION
Northern Hungary 0.110.33| 0.48| 0.45| 0.43| 0.54] 0.37| 0.31] 0.46| 0.46| 0.36| 0.94| 0.49| 0.45 ?EESEJ%’%'JY HIGH GROWTH
Northern Great Plains 0.100.36| 0.46| 0.46| 0.44| 0.50| 0.40| 0.39| 0.44| 0.34] 0.46| 0.38| 0.53| 0.45 ?EESEJ%’%'JY RISK CAPITAL
Southern Great Plain 0.0®.33| 0.45| 0.44| 0.44| 0.57| 0.38] 0.25| 0.41] 0.41] 0.41] 0.39| 0.64] 0.57 PERCEPTION | NTERNATIONALIZATION
Budapest 0.100.90| 0.36| 0.60| 0.38| 0.59 0.50| 0.46| 0.35| 0.36| 0.45| 0.66| 0.56 0.66 SEQ@EJH?)'JY STARTUP SKILLS
/'152%3?” Regiona 0.1% 0.44| 0.44] 0.51| 0.44 0.57| 0.39] 0.38] 0.41| 0.38] 0.39| 0.54| 0.61| 0.48 PERCEPTION | NTERNATIONALIZATION
Hungary 2011 0.30 055 0.54| 055 0.45| 0.55| 0.84| 0.43| 0.40| 0.41] 0.44 0.68] 0.76| 0.36| PERCEPTION | | TECHNOLOGY SECTOR
Hungary 2010 0.24 058 0.58| 0.55 0.42| 0.56| 0.56| 0.50| 0.36| 0.32| 0.30] 0.51 0.63) 0.43 PERCEPTION . | INTERNATIONALIZATION
Hungary 2008-2012 0.1 054 0.43] 0.50| 0.37| 0.55| 0.41] 0.43] 0.43] 0.36] 0.30] 0.57] 0.63| 0.53 PERGEPTION | OPPORTUNITY STARTUP
dited 0.50 0.68| 0.5 073 0.70| 0.83| 0.60 0.67] 0.78| 0.71| 0.61] 058 0.72| 0.57| PLROLPTION | | NON-FEAR OF FAILURE

Source:authors’ own construction.

*Opportunity Perception (1); Startup Skills (2); Néear of Failure (3); Networking (4); Cultural Sagot (5); Opportunity Startup (6); Tech sector (@uality of Human
Resources (8); Competition (9); Product Innovaii®@); Process Innovation (11); High Growth Firm Y(1ihternationalization (13); Risk Capital (14) nbvation-driven
countries: Source: The Global Competitiveness Rep@t0-2011, page 11. List of innovation-driven wies: Australia, Austria, BelgiumCanada, Cyprus, Czech Rep.,
Denmark, Finland, France, German@reece, Hong Kondgeland, Ireland Israel, Italy, JapanKorea Rep.Luxemburg, MaltaNetherland,New ZealandNorway,
Portugal SingaporeSlovenia, SpainSweden, SwitzerlandJnited Arab Emiratednited Kingdom, United State&EDI 2010 country scores are available
only for countries in italics.

**Pillars where the institutional variable usedl& same for all 7 regions.
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7. A simulation on how to improve entrepreneurshign the Hungarian regions

An important implication of the GEDI is related dmow to improve of the
entrepreneurship scores. According to the PFB ndelbgy the best progress can be
achieved by abolishing the bottleneck, the weakestorming pillar. However, we should
remember that the National System of Entreprenguista dynamic system: if you alleviate
one bottleneck, another factor soon becomes thet ripgling constraint for system
performance. This raises the question of 'optimfibcation of policy effort.

We simulated a situation in which all the Hungamegions increased their allocation of
entrepreneurship policy resources in an effortaim % improvement in their entrepreneurial
performance, as captured by the GEDI Index. TheBefor Bottleneck method used in the
GEDI index calculation implies that the greatestfqpenance enhancement will be achieved
when additional resources are always allocated lteviating the most constraining
bottleneck. Once the bottleneck pillar has improsefficiently so as to no longer constitute
the most important constraint to system performahogher resource additions need to be
allocated to the next most severe bottleneck. \&fatied this procedure until an overall GEDI
Index performance of 1% in every country had beglmesxved. This simulation is based on
two important assumptions: (1) we allocate adddlonesources over current resource
allocation; and (2) the cost of improving perforroams equal for all pillars. The result of the
simulation is shown in Table 4.

This simulation produces a more nuanced picturthefrequired allocation of policy
effort, if policy were to be optimized to maximigee GEDI index value. We can see that to
improve the2008-2012 Hungarg GEDI index score by 1%, an ‘optimal’ effort adktion
would call for a 31% improvement in tlogportunity perception pillara 20% in the process
innovation pillara 13% inthe opportunity perception pillaand 12% in theultural support
pillar. Of the remaining effort, our simulation suggesist 8% should be allocated to tech
sector and 6% to competition. Less than 5% newteffonecessary to enhannen-fear of

failure pillar andquality of human resources pillar
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Table 4Simulation of ‘optimal’ policy allocation to incase the GEDI score by 1% in the

Hungarian regions

Total
Region 1 2 3 4 5 6 7 8 9 10 11 12 13 14 effort
Central A 023 0 0.11 O 009 O 0.12 0.03 0.2 0.2 0.07 O 0 0 1.05
Hungary B 22% 0% 10% 0% 9% 0% 11% 3% 19% 19% 7% 0% 0% 0%
Central A 03 017 003 O 0 0 0.19 0.06 0.02 0.07 0.08 O 0 030.0.95

TransdanubiaB 32% 18% 3% 0% 0% 0% 20% 6% 2% 7% 8% 0% 0% 3%

Western A 029 013 002 0 00l O 01 O 0.06 0.13 0.13 0.06 00.02 0.95
TransdanubiaB 31% 14% 2% 0% 1% 0% 11% 0% 6% 14% 14% 6% 0% 2%

Southern A 033 002 001 0 O O O 011 003 002 011 0 0 00.63
TransdanubiaB 52% 3% 2% 0% 0% 0% 0% 17% 5% 3% 17% 0% 0% 0%

Northern A 031 013 0 001 003 0O 008 017 0 0O 01 0 0 00184
Hungary B 38% 16% 0% 1% 4% 0% 10% 17% 0% 0% 12% 0% 0% 1%
Northen A 035 01 0 O 001 O 006 006 001 011 0 007 0 00.77
Great Plains B 45% 13% 0% 0% 1% 0% 8% 8% 1% 14% 0% 9% 0% 0%
Southern A 033 009 0O 0 O 0 004 017 002 001 001 004 0 00.71
GreatPlain B 46% 13% 0% 0% 0% 0% 6% 24% 3% 1% 1% 6% 0% 0%

A 029 0 012 0 01 0 O 002 012 012 003 0 0O 008
Budapest B 36% 0% 15% 0% 13% 0% 0% 3% 15% 15% 4% 0% 0% 0%
Hungary A 026 001 002 001 011 0 O 013 006 015 011 00 0.7 1.03
2011 B 25% 1% 2% 1% 11% 0% 0% 13% 6% 15% 11% 0% 0% 17%
Hungary A 028 0 0 O 011 0O 0 002 016 02 013 001l 0 01011
2010 B 28% 0% 0% 0% 11% 0% 0% 2% 16% 20% 13% 1% 0% 10%
Hungary A 029 O 005 0O 011 0 008 005 006 012 019 0 0 0095

2008-2012 B 31% 0% 5% 0% 12% 0% 8% 5% 6% 13% 20% 0% 0% 0%

Source: authors’ own construction
Note *A: Required increase in pillar; B: Percentageatél effort.
Variables from 1 to 14 are the same as in Table 3.

Although, looking at Table 4 it is apparent thag tbptimal’ policy mix is different for
the 7 regions of Hungary, all regions need to imprtheopportunity perception pillarfor
example, for Central Hungary there is necessafpdas only the 22% of new resources on
this pillar, while for South Transdanubia requithe 52%, all the other regions are between
these two extremes. The regions are also differaggarding their required total efforts to
improve their GEDI score by 1%: for Southern Trarsdbia there are only 0.63 new

resources necessary, while for Central Hungary.1.05

8. Conclusion

Over recent years, increasing attention has beéh tpathe role that regional level

factors play in driving entrepreneurship and thgreegional and national development.
Within the EU an important aim is to decrease regidnequalities. Despite enormous efforts,
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regional disparities in many countries have beere@sing. The examination of the drivers of
entrepreneurship at the regional level may exptaime of the reasons for these continuing
regional inequalities.

In this paper, we adapted the GEDI Index to a majianalysis of Hungary's 7 regions.
While the Hungary's regional GEDI values are caltad in the same way as would be those
of independent countries, our analysis focusesamparing the Hungarian regions to each
other. The Hungarian regions are investigated nmgeof the GEDI, the sub-index as well as
in the pillar level. According to the regional GEBtores, Central Hungary has a relative
better position, while the remaining 6 regions a differ from each other regarding their
entrepreneurial attitudes, abilities or aspiratitna great extent.

The Hungarian regions are found to particularly weak in the entrepreneurial
attitudesand aspiration related pillars On the one hand, the results show that Hungarian
firms exhibitreduced levels of innovation activitgome of the causes can be found in the
economic structure of Hungarian firms which areu®x mainly in services and also the lags
in their incorporation of new technologies. Takegether, these all have a negative effect on
the productivity and growth of firms. ApproximateB/3 of the R&D expenditures were
concentrated in the Central Hungarian region inl2@onsiderable research activity can be
found in Northern Great Plain and Southern GreainPas well, due to their quite large
research bases relating to traditional sectors éguculture) (KSH 2012).

Finally, the analysis based on the individual cbhemastics of Hungarian entrepreneurs
(potential entrepreneurs) shows that Hungarianeprgéneurslack of start-up skillsand
generally alsoexhibit a negative attitude towards the potentiglorgomic or business
opportunities The number of existing firms is one of the masiportant indicators of
economic performance. The expansion of firms coeghdo the last year is quite modest
(only 2.7%). Central Hungary can be characterizgdhe highest firm density, while the
expansion in the number of existing firm in Northétungary, Southern Hungary and Central
Transdanubia was restrained (KSH 2012).
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Appendix 1A description of the regional-level individual ebrles used
Individual Description
variable
OPPORTUNITY The percentage of the 18-64 aged population rezogngood conditions to start busingss
next 6 months in area he/she lives,
The percentage of the 18-64 aged population clgnarposses the required
SKILL - .
knowledge/skills to start business
NONEAIRFAIL The percentage of the_ 18-64 aged population stétiathe fear of failure would not
prevent starting a business
KNOWENT The percentage of the 18-64 aged population knosamgeone who started a business fin
the past 2 years
NBGOODAV The percentage of t_he 18-64 aged population sakiigpeople consider starting business
as good carrier choice
NBSTATAV The percentage of the 18-64 aged population thinttiat people attach high status to
successful entrepreneurs
The status and respect of entrepreneurs calcudatéite average of NBGOODAYV and
CARSTAT NBSTATAV
TEAOPPORT Percentage of the TEA* businesses iaiidecause of opportunity start-up motive
TECHSECT Percentage of the TEA businesses thatdire in technology sectors (high or medium)
HIGHEDUC gg;izrt}?r?e of the TEA businesses owner/manageirsghaarticipated over secondary
Percentage of the TEA businesses started in thaskeets where not many businesses
COMPET
offer the same product
NEWP Percentage of the TEA businesses offering prodbetsare new to at least some of the
customers
NEWT Percentage of the TEA businesses using new teajytihat is less than 5 years old
average (including 1 year)
Percentage of the TEA businesses having high jpbaation average (over 10 more
GAZELLE X
employees and 50% in 5 years)
Percentage of the TEA businesses where at least sostomers are outside of the
EXPORT
country (over 1%)
INFINVMEAN | The mean amount of 3 year informal intent
The percentage of the 18-64 aged population wheiged funds for new business in past
BUSANG .
3 years excluding stocks & funds, average
INFINV The amount of informal investment calculat&s INFINVMEAN* BUSANG

Source:authors’ own construction

Note *TEA (Total Entrepreneurial Activity) = the progmn of the 18-64 year aged working
population who are in the process of business-gprand/or having an operating young
venture.



Appendix 2A description of GEDI's national and regional ingional variables used

Institutional variable

Description

Source of data

Data availability

MARKETDOM

Country level: Domestic market size that is the sum of gross dtim@roduct
plus value of imports of goods and services, mialge of exports of goods ar]
services, Data are from 2012.

World Economic
d Forum

The Global Competitiveness Report
2012-2013, p. 496.
http://www3.weforum.org/docs/WEF_G
obalCompetitivenessReport 2012-13.p

of

Hungary's regional data: calculation based on the EU regional competitigsr]
market size calculation, rescaling the variabla fopoint Likert scale (calculatio
method in Appendix A-3).

e EU Regional
n competitiveness
2010

Based on: EU Regional Competitivenes
Index 2010, p. 154.

(7]

URBANIZATION

Country level: Urbanization that is the percentage of the popnraliving in
urban areas, data are from the Population Divisiche United Nations, 2011.

United Nations,
World Urbanization
Prospects: The
2011 Revision

Percentage of population residing in
urban areas, 1950-2050
http://esa.un.org/unpd/wup/CD-
ROM/Urban-Rural-Population.htm

Hungary's regional data: same as above. Data are from 2000-2001.

OECD Regional
Typology

OECD Regional Typology, Directorate
for Public Governance and Territorial
Development, 22 February 2010, p. 21.
OECD, StatExtracts http://stats.oecd.or|

The size of the market: A combined measure of theeastic market size and th

e

MARKETAGGLOM urbanization that later measures the potentialcaggtation effect. Calculated as own calculation | -
MARKETDOM*URBANIZATION.
World dataBank, World Development
) o . . UNESCO Institute | Indicators (WDI)
Country level: Gross enrolment ratio in tertiary education, 2010. for Statistics http://data.worldbank.org/indicator/SE. T
EDUCPOSTSEC ER.ENRR/countries?display=default

Eurostat, Educatior

set

. . _— http://appsso.eurostat.ec.europa.eu/nui
Hungary's regional datasame as above. Data are from 2011. |nd|ca2tors .by NUTS upModifyTableLayout.do
regions
Business Climate Assessment,
Country and regional level data source is the samefhe business climate rate Coface Country Risk and Economic
“assesses the overall business environment quatitya country... “.The Research, January, 2013
BUSINESS RISK alphabetical rating is turned to a seven point ttikeale from 1 (“D” rating) to 7 Coface http://www.coface.com/CofacePortal/C(
(A1 rating). 30. Data are from 2008 except 2009toes that are from 2009. M_en_EN/pages/home/risks_home/bus
ess_climate
] . . International ICT Statistics, ITU ICT Eye
i(;ﬂggggnlgvezloti%ta The number Internet users in a particular coupiy 100 Telecommunication| http://www.itu.int/ITU-
INTERNETUSAGE ' ] Union D/ICTEYE/Default.aspx

Hungary's regional data: same as above. Data are from 2011.

Eurostat, Regional

information society

http://appsso.eurostat.ec.europa.eu/nui

in

ow.do




statistics

Country level dataz The Corruption Perceptions Index (CPI) measutes|t Transparency | http://cpi.transparency.org/cpi2012/in_det
perceived level of public-sector corruption in aietyy. “ Data are from 2012. International ail/
CORRUPTION Hungary's regional data based on a standardized variable combining edutati :
health, and general public corruption in additionlaw enforcements and bripe Charron et al EU _QOG Corruption Index (EQI)
N N . http://www.qog.pol.gu.se/data/datadownl
payment. Calculation is based on Charron et al{pPQtescaling it to a 10 point (2011) oads/qogeureionaldata/
scale (see A-3 Appendix for details). Data are f2009. 4909 9
Country and regional level data source is the saméBusiness freedom is a
FREEDOM guantitative measure of the ability to start, opsrand close a business that Heritage 2013 Index of Economic Freedom
represents the overall burden of regulation, asl vasl the efficiency of Foundation/ http://www.heritage.org/index/visualize
government in the regulatory process. Data are 20f8. World Bank
Country level data: Firm level technology absorption capability: “Cpamies in . The Global Competitiveness Report
_ _ -~ .| World Economic | 2012-2013, p. 489.
your country are (1 = not able to absorb new teldgy 7 = aggressive in htto:// 3 wef Idocs/W G
absorbing new technology)”. Data are 2011-2012 kteidj average Forum tp://www3. wetorum.org/docs EF_
TECHABSORP ' ' obalCompetitivenessReport_2012-13.pdf
Hungary's regional data proxied by the technological readiness data fram|t EU Regional . . "
; o ) oI - - S Based on: EU Regional competitiveness
EU regional competitiveness index and rescaling ithe original 7 point scale competitiveness 2010. b. 176
(see A-3 Appendix for details). 2010 ' P
. Sk . The Global Competitiveness Report
Country level data: The extent of staff training: “To what extent dompanies in .
. . o — - L World Economic | 2012-2013, p. 447.
your country invest in training and employee depetent? (1 = hardly at all; 7 £ htto:// f Idocs/W
to a great extent)”. Data are 2011-2012 weightextaye Forum tp: WWW3._V\_/e orum.org/docs/WEF_G
STAFFTRAIN ' ' obalCompetitivenessReport_2012-13.pdf
Hungary's regional data proxied by the Higher education and life long teag EU Regional . : . R
sub-index data from the EU regional competitiverirdsex and rescaling it to the competitiveness ggigd onl.ZIZU Regional competitiveness
original 7 point scale (see A-3 Appendix for degpil 2010 P )
Country and regional level data sources are the sasn Extent of market The Global Competitiveness Report
MARKDOM dominance: “Corporate activity in your country i$ € dominated by a few World Economic | 2012-2013, p. 451.
business groups, 7 = spread among many firnidyta are 2011-2012 weighted Forum http://www3.weforum.org/docs/WEF_G
average. obalCompetitivenessReport 2012-13.pdf
The Global Competitiveness Report
Country level data: These are the innovation index points from GCtoaplex| World Economic | 2012-2013, p. 20.
measure of innovation. Data are 2011-2012 weightedage. Forum http://www3.weforum.org/docs/WEF_G
TECHTRANSFER obalCompetitivenessReport_2012-13.pdf
Hungary's regional data proxied by the Innovation sub-index data from Et¢ EU Regional . . "
: . . . - . S Based on: EU Regional competitiveness
regional competitiveness index and rescaling ih&original 7 point scale (see A- competitiveness
. . 2010, p. 204.
3 Appendix for details). 2010

m UNESCO Institute

Country level data: Gross domestic expenditure on Research & Devedop

http://stats.uis.unesco.orggan/ReportH




GERD

(GERD) as a percentage of GDP. Data are from 2010.

for Statistics

olders/ReportFolders.aspx?IF_ActatbH
=P,54

Eurostat Regional

School, Barcelona,
Spain

Index 2012 Annual,
http://blog.iese.edu/vcpeindex/about/

. . ] . I Database, R&D | http://appsso.eurostat.ec.europa.eu/nuifsh
Hungary's regional data: same content, regional level application )
expenditure and | ow.do
personnel
Country level data Refers to the ability of companies to pursue iniisive . The Global Competitiveness Report
) I ) ; N ; . World Economic | 2012-2013, p. 20.

strategies, which involves differentiated positiapiand innovative means of :

production and service delivery. Data are 2011-204@hted average Forum http.//www3._\/\_/eforum.org/docsNVEF_G
BUSS STRATEGY ] ' obalCompetitivenessReport_2012-13.pdf

Hungarys regional data pro>_<|ed by the Bgsmess strategy sophlsngatldm- su  EU Re_glonal Based on: EU Regional competitiveness

index data from the EU regional competitivenesseindnd rescaling it to the competitiveness 2010 b. 188

original 7 point scale (see A-3 Appendix for degpil 2010 P )

Dreher, Axel (2006): Does Globalization

Country and regional level data sources are the saen A part of the KOE Swiss Affect Growth? Evidence from a new
GLOB Globalization Index measuring the economic dimemsibglobalization. Data arg Economic Institute Index of GlobalizationApplied

from the 2012 report and based on the 2009 survey. Economics 3810: 1091-1110.

http://globalization.kof.ethz.ch/

Country and regional level data sources are the saen The Depth of Capita] EMLYON Business| Groh, A, H.Liechtenstein and K. Lieser

Market is one of the six sub-indices of the Vent@apital and Private Equity School France and| 2012 The Global Venture Capital and
DCM index. IESE Business Private Equity Country Attractiveness

Source:authors’ own construction



Appendix 3Structure of the Global Entrepreneurship and Depaent Index

GLOBAL ENTREPRENEURSHIP AND DEVELOPMENT INDEX

Entrepreneurial Entrepreneurial Entrepreneurial
Attitudes Sub-Index Ability Sub-Index Aspirations Sub-Index
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Source author’'s own construction based on Acs — Szedh@p
Note *The GEDI is a super-index made up of three sutexes, each of which is composed of several pilBach pillar consists of an institutional var&bl
(denoted irbold) and an individual variable (denoteddald italic). The data values for each variable are gatheoad Wide ranging sources
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Appendix 4The rescaling of the regional variables for theeleand range of the country level
variable

Example: MARKETSIZE

MARKETSIZE = Hungary’'s average market size from Wdéconomic Forum = 3.9
Maximum MARKETSIZE = 7 Country maximum market sizem WEF
MARKETSIZE; = the applied market size variable for tﬁé—iungarian region
REGMARKETSIZE = jth region market size from Regional Competitess score j=
1,...... k, k is the number of region in Hungary

Maximum REGMARKETSIZE= 100

AVREGAMARKETSIZE = regional average market sizetlas average of a country regional
market size values

MARKETSIZE; = MARKETSIZE +

(REGMARKETSIZE - AVREGAMARKETSIZE)(7 — 3.9) / (100 —
AVREGAMARKETSIZE
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13. Informal Relations and the Innovation Problem in Hungarian Healthcare:
A Discussion about Data Collection and Initial Findhgs Using Linkedin and
USPTO Data

Michelle Crosby-Nagy - Cheng Wanpeng

Monitors of innovation performance from all of thejor sources: Eurostat, the World Bank and the
World Economic Forum continue to show the failui€oropean transformed societies (post-communist)
to make significant progress in innovation (the kedrapplication of recombined knowledge ) relative
non-transformed societies.

The purpose of this pageis to identify the obstacles to the invention, @tam and diffusion of
cutting-edge health-related inventions (new knogdednedical devices, medications, and therapied) an
firm performance that are due to the structure, position, magnitude and significance of informal
networks in the healthcare industry (from benctbéalside) in Hungary. To achieve a higher level of
understanding about the composition (the ratio efspnal contacts to arms length contacts) of fiimm-f
informal (non- contract-based) networks and théfee on innovation and firm performance, threeibas
guestions must be addressed: What is the relatiprisétween informal ties and firm performance in
healthcare-related innovation networks in HungakyPat is the magnitude and significance (if there is
any) of the effect? What are the implications effihdings from one and two for innovation polinyttie
transformed societies?

1. Introduction

Several factors drive today’s trends in global dregearch and healthcare: changing
population demographics; the availability of bigajahe growing interest in self-diagnosis; the
economic recession; and growing levels of accesbeianternet and mobile technology. These
trends make a deeper understanding of the optirdaarecement of life sciences and its
translation to marketable products and serviceshersick and the aging a necessary course of
action. A timely study of the healthcare industyso called "emerging” economies” is all the
more important given the aim of the European Urtmmaximize social cohesion among and
within the EU-27 through a decline in health-retbiieequalities and because it is expected that

innovation will become more globally distributedtire future.

! The author acknowledges and thanks Dr. Lengyed®alDaniel Toth, and Cheng Wanpeng for their stpgpml
contributions to the research output containedhia paper. Any opinions herein are the sole exprassof the
authors.
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How will innovation become more globally distribdteand most importantly, where?
Monitors of innovation performance from all maja@usces: Eurostat, the World Bank and the
World Economic Forum continue to show the failufeEaropean transformed societies (post-
communist) to make significant progress in innawat{the market application of recombined
knowledge) (Schumpeter 1943) relative to non t@mséd societies. Decades after transition,
Hungarian performance is still low, appearing aSmoderate innovator” in the 2011 EU
Scoreboard. According to the “innovation network’etnics (international, co-publications,
public-private partnerships), Hungarian performangestill notably poor; however all the
transformed societies perform orders of magnitumeel than the Scandinavians (especially
Sweden) on this measure.

Hungary does extremely well however in the “innamatcooperation” measure of the
Community Innovation Survey (waves 2006, 2008, 2010deed, there appears to be no
significant difference in the mean percent levélsamperation between the transformed and non
transformed countries in the 2006 and 2008 wavess{fy-Nagy). In terms of global drug
research, Hungary placed well in the region acogrdo the numbers of papers funded by Big
Pharma with at least one CEE author; where, Hungay second in CEE only to Poland in
number of papers funded from 1989 to 2010 (Croshgy\2011).

Hungarian performance in public health outcomes sag peri-natal health has improved
but still need work; especially with regards toainf mortality and birth weiglitIn international
comparison, there is great cause for concern acgprid maternal death and preterm birth
indicators. The purpose of the dissertation is to identify tibstacles to the invention, adoption
and diffusion (Coleman et al. 1957, Hagerstrand71%alila 2007, Loof — Brostrom 2008,
Valente 1996, Wejnert 2002, Griliches 1957) of iogtedge health-related inventions (new
knowledge, medical devices, medications, and thesa@nd firm performance that are due to
the structure, composition, magnitude and sigmieeaof informal networks in the healthcare
industry (from bench to bedside) in Hungary. Whéoemposition” is defined as the ratio of
personal contacts to arm’s length contacts (Gratev2008, Uzzi 19979f firm-firm informal
(non contract-based) networks. As a result, theegclquestions are of interest here: What is the

relationship between informal ties and firm perfarmoe in healthcare-related innovation

http://www.tarki.hu/en/research/childpoverty/tatstiwb_mainreport_online.pdf; p. 82.
3http://www.europeristat.com/images/doc/EPHR/eurapeerinatal-health-report.pdf; p. 99, 132.
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networks in Hungary? What is the magnitude andifsogimce (if there is any) of the effect?
What are the implications of the findings from oaed two for innovation policy in the

transformed societies?

2. Background

The “innovation problem” in CEE is attributed twariety of institutional and macro-level
factors. “Laggard” and “catching-up” status hascé#pelly been attributed to the failure of
policies both industrial and innovation-wise, aklac significant investment in innovation inputs
by firms and governments, historical heritage, maessent error, cultural values, business
climate, the shadow economy and poor quality sigiemersonnel (Graham et al. 1992, Taylor -
Wilson 2012, Zelizer — Rotman 2010, Lippenyi 20@G#iliches 1957, Andreff 2001, Brouthers
et al. 2001, Glovackas 2005, Radosevic 1999, Ratn2002, Sporer 2004). Some scholars
from the network perspective also attribute thebfmm to a severe disconnect among the system
of innovation (government-university and industmgluding the so called “invisible college”
(Price 1971) i.e. overall poor connectivity withine system domestically and poorly formed
connections external to the system internation@@izaminade — Edquist 2006, Evangelista et al.
2002, Feinson 2003, Niosi — Saviotti 1993, Katz kadro 1994, Leydesdorff 2009, Nelson
1993, Lundvall- Tomlinson 2000, Lundvall 2011, Inzelt 2008, 20Q803, Rosenberg 1976,
Klein — Solem 2008, Kreiner — Schultz 1993, Leyde§- Wagner 2008).

The role of networking, also known as “innovati@operation” has become of increasing
importance to policy makers, due to the discovefyit® function as a driver in product
innovation (the creation of new products and ses)icintra-industry linkages play a major role
in firm strategic behavior, which affects produtiv And, government- university- industry
relationships play an increasing role as knowlelgeomes the primary source of power in an
economy (Etzkowitz 2002). Other networks such aeaech networks are appearing more often
in EU policy such that they now serve as an impadrpaece of “socio-economic infrastructure”
(Cassi et al. 2008).

“Innovation networks", often measured by formalizethtions such as co-publications,
strategic alliances between firms, funded reseatamiversities etc., have been called sime
guo nonof innovation (Agapitova 2003, Caniglia 2001, Gassal. 2008, Coe — Bunnell 2003,
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Gossart — Ozman 2008, Saxenian 2002, Kénig et0dll 2Ciarli 2010, Kreiner — Schultz 1993,

Lombardi 2010, Schilling — Phelps 2007, HagedooriWonortas 2003, Okamura — Vonortas

2006, Feldman - Link 2001). The formulation of imaton networks are also at the heart of
innovation policy in the European Union. Clustedipg the creation of science parks, and
incentives for cooperation are just some of thesaggvernments have tried to intervene in the
innovation process in the EU using the idea ofti@kahip building. Clusters are based on the
idea that bringing businesses closer together palgiwill result in better research translation

(Kamath et al. 2012, Melnik et al. 2011, Phlippeder Knaap 2007)

“Designed networks” as opposed to “emergent netw/or&rely produce desired results in
biotechnology for example. This is perhaps due tmsconception about how tacit knowledge is
transferred. A study of transfer of know-how in thanufacturing industry (Eric 1987) showed
that conferences acted as an important medium daingr search and selection. Individuals
would attend conferences, meet people, creater&lgiof people who might be important and
then contact those people when in need of advie®lge a problem. Survey data of 71 polish
enterprises in 1998 explored the idea of tie-foromaas a result of strategic interdependencies
where social capital is describe in terms of “lielsdl assets” and that those have opportunity
costs, which can give rise to lock-in. They noteat &a large number of links among peers means
power and influence such that a partner can elisrpbwer by not cooperating.

Formal and informal ties are used differently byfedent sectors— where, the more
knowledge intensive sectors such as the chemiocatsors tend to create both research
partnerships and inter-firm alliances as opposedhé& manufacturing sector which tends to
create ties with its supply chain and customerdi##ahally, informal ties are mostly used in the
chemicals sector for gaining new information andmfal ties are used for maintaining
relationships. Firms also create ties in orderciweas information with varying intensity and as
the result of firm size. Small firms in the chentécaector may partner more because they simply
don’t have the capability to perform in-house Ré&B.addition they may have more informal
partnerships since small firms are likely to benger firms and therefore have a need to achieve
more immediate results with new information frorformal ties.

The literature linking networking and innovationrfeemance as well as business activity
is sparse, but contains a few classics. Ruef (20602 to understand network structure and

cultural factors and their relationship to orgatimaal innovation using survey-based probit
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analysis of 700 company start-ups (Ruef 2002). Misthe hypotheses (out of 9) were not
significant when the dependent variable was padgmplications; however, when teams were
asked their impression of innovation activity, thgotheses were significant. Thus, effects were
seen in magnitude, but did not necessarily ruletloeitpossibility that they were due to chance.
Uzzi's 1997 Paradox of Embeddedness found netwoaksimprove efficiency, but can also
impede progress (Uzzi 1997). Granovetter's StrengtWeak Ties (1973, 1995), befitting the
chemicals sector, showed that weak ties are ufmfulbtaining new information, strong ties (of
friends and family) are ties that require continmaintenance (Granovetter 1973, Granovetter
1985). Contributing to the so called “paradox” afleeddedness, Burt in 1992 found strong ties
can be sources of redundant information (Burt 1995)

It is important to note that all the above studreat the firm as the unit of analysis. This
idea was challenged by Saxenian (1996), where whgests that regional networks should not
be thought of as networks of firms, but rather reks of people (Saxenian 1996). Such an
approach is largely reflected in the all aspectstl# dissertation, from hypotheses to

operationalization of variables.

3. Hypotheses

When innovation networks are thought of as teanmichware assembled based on certain
rules of attachment (Powell et al. 2005), thesegdf assembly appear unhealthy for optimal
invention, adoption and diffusion of innovationgddmally firm profit in Hungary. Specifically,
it is supposed that they contain a suboptimal nfipersonal and "arm'’s length" (Uzzi 1997,
Granovetter 1985, Granovetter 1973, Granovette18Fanovetter 2005, Granovetter 2008)
exchanges. A similar hypothesis was tested in (RA@2) using patent applications as a
dependent variable and strong/weak ties as thamajary variables . It is suspected that LinkedIn
as a data source is more accurate at delineatimgeée friends (people of former places of work
and study) and ,arms-length” contacts (everyone)elad will yield better results.

H1: Actors in Hungarian healthcare have a suboptimia of personal and arm’s length
connections according to their online professior&ivork in LinkedIn.

H2: Actors with suboptimal mixes have companied fhexform worse patent-wise than

Actors with more optimal mixes (not too much of dued).
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Further, when innovation networks are thought ofeasns, which are assembled based on
certain rules of attachment (Powell et al. 2006¢se rules of assembly in transformed societies
are unhealthy for invention, optimal innovation ption and diffusion and finally firm profit.
Rules that govern these attachments might inclpdety competition (Vedres Stark 2010,
Vaan et al. 2011, Gernot — Stark 1996, Stark 1988jres — Stark 2008). Where, the party
affiliation can be identified by the year the compavas founded and its correspondence with
the majority party.

H3: Poor innovation performance is also due totypaompetition; namely, Actors whose
party flags align with the majority perform betteatent-wise than those who align with the
minority.

Finally, it is suspected that the current attachimmeles in innovation networks will begin
to matter less and less over time because thew &waction of the society's market evolution
(“catching-up”). As long as the market continuesptogress, the composition of innovation
networks will evolve towards a better mix of peralbband arms-length contacts that will result in
better innovation outcomes. The same hypothesidesssd in Uzzi 1997.

H4: “the weaker the ability of prices to distillfoxmation, the more organizations will
form embedded ties”.

4. Discussion: exploring innovation networks usindtinkedin

What is LinkedIn? LinkedIn is a publically tradear forofit corporation founded in 2003,
which, according to Wikipedia, had over 200 milliosers as of January 2013 in more than 200
countries and territories. Claiming to be a sooktworking site for professionals, LinkedIn is
free for creating an online profile, and for conimeg with others, but offers upgrades for a fee;
primarily targeting sales professionals, job seekard employers. The US population is the
highest represented, followed by India, then the; Wkth the fastest rate of growth in the
Netherlands.

Making ConnectionsYou are technically able to try to connect witlyane, including
people who are not members of LinkedIn, however uber agreement advises that you don't try
to connect with people you do not know, nor acaepgfuests from users you do not know.

Nonetheless, you are able to connect to peoplewysin to connect with by tagging them as a
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personal or professional contact. LinkedIn willlagd your former places of work or study when

you wish to connect with someone. Or, you can glethe email address of the person. Or you

can simply select "friend" and wait for them to egicyour invitation. Should you build up a

record of too many instances where the other paltlythe system you invitations were spam, or

that they did not personally know you then yourcagt could be closed.

Once someone becomes & degree connection to you, youf®2legree connections
become much larger; that is, you are able to dethalpeople who are one connection away
from you such that, should you try connect, theeotbarty will see you have one person in
common, a shared connection.

Code of ConductThis brings up two issues with regard to usingkiedin for data
collection and analysis.

1. It not crystal clear whether "friending” someortgttis, trying to connect with them as a
stranger, is “breaking the rules of the site”. Aasg that when one selects friend, they
mean "let's be friends" since if that were youerid, you would most likely have their
email address to provide, or have some outsideemsiam such as former place of work or
study; except in the very rare cases that your orétwonsisted primarily of your high
school friends or friendships that naturally emdrgi@m childhood and you also had no
common place of work or study later on); and

2. When someone accepts your friend request, in nassiscyou are able to see their entire
network. (They can however restrict you from sedhgr own network should they wish
to.) You are then limited to seeing only certaifoimation about their ¥ degree
connections - something similar to a business t@atcontains current and former places
of work/study. And most of the time full name aoddtion. When someone gives you full
access to their information and their own connestias well as when they join and
actively participate on the site, are they consslpagreeing to your analysis of their

connections?

LinkedIn as Ego-Centered Netwarkehe code of conduct/ethics discussion is relevant
when discussing the use of LinkedIn as a vessetdorcentered network analysis. Traditional
ego-centered network analysis uses surveys of peeple that provide alters through name

generation. Such surveying techniques are costlynawe various effects such as order-effects,
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fatigue, satisficing, non-redundancy, as well aerinewer effects. The advantage of using
online networks for personal network research whieeee is usually a disadvantage when using
surveys are in terms of: cost, interrelation, andugacy. However one is still faced with other

common problems of personal network research: tuadis of the network (where does it end?),
assessment of negative ties (who is the Ego natemtimg with?) and in the most crucial of

ways, how to interpret the tie itself when no nageaeration question was given.

Why do people join LinkedIn/What does a connectiepresent? Interpreting the tie, is
then perhaps one of the most difficult challenges@nted by network analysis of online social
networks. In order to answer this question, we bégiasking: why do people use LinkedIn?

Seeking JobdMany people think of LinkedIn as a site where oaa look for jobs and be
seen by employers looking for talent. But espegitdtday, how much activity does this really
explain?

Keeping up with industry trend.inkedIn advertises that one can “keep up witthustry
trends” using LinkedIn. It is safe to say, thisnist likely the first order reason people use the
site, but is still important.

Keeping an online rolodeXAnother share of activity might be explained bgividuals
who use LinkedIn to keep an online rolodex. Someabag met at a party, a networking event, at
a meeting, wishing to create a weak tie with treaspn, to share his/her resume in order to build
credibility, but do not necessary have the intentd seeking a job from that connection's firm.
LinkedIn might serve as an avenue to keep a busith@sr open, as opposed to trying to connect
on the more personal social networking site Fackboo

Connecting with the Wedbiven the skewed distribution of users from thated States, it
might be the case that entrepreneurs who are gtégten growing their network of "Western"
contacts join LinkedIn. So for example, Chinese GEo want to find business opportunities
outside China, would network on LinkedIn, but nebge who are primarily interested in doing
business in China. Those who are primarily intex#& doing business in China might be using
a Chinese version of LinkedIn. This highlights drestaspect of the site, that should be taken
into consideration, which is, that LinkedIn opegate as many languages as it does countries.
So, people who are using the English language dinksite, are most definitely looking to
connect outwards more so than inwards.
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Connections as informal networkSo long as tacit knowledge is still transferrbtbtigh
people, as the LinkedIn slogan goBeglationships MatterThe connection between two people
on LinkedIn would not likely be considered a forimatl relationship, since there is no legal
contractual arrangement between the two partiesher company or institutional affiliations.
There might indeed be something of an implicit nalitaicceptance, but we can safely assume
that there is no legally binding agreement betwaerEgo and its Alter and thus, can interpret
LinkedIn networks as "informal".

Connections as "innovation networkdt'is speculated that informal networks give rise
formal networks, especially in the case of a firrdssire to access external sources of
knowledge—its innovation network. One could intetpan online professional networking site
containing a virtual "rolodex", as an Ego's infotmatwork, standing by as a resource to be
called upon when needed. Further, when Ego is gypiar the firm itself, one can view Ego's
alters as a firm's potential sources of externadvkadge - the building blocks for future,
formalized, contract-based partnerships and arrarges whether they be potential partners for
sharing risk when entering a new market, or candgigor co-publication.

Data Collection MethodThe above conceptualization of LinkedIn - thatlimkedIn as
informal innovation networks, highly influenced haove chose to grab data from LinkedIn. We
first used the company search feature to identifals and medium sized companies, then
isolated them by industry (biotech and pharma) #meh by country (V4, Russia, China and
Germany) using the filters provided. (We did nogrgale our LinkedIn account in order to
access these companies, just the regular freeomersihen we clicked on each company and
"friended" those with the title of CEO, Directomunder, or Co-Founder, which appears to right
of the company profile. We then used a systematdom sampling method to explore the
composition of each Ego’s (CEO) network of altéfge collected data on 10% of each Ego's
network as well as information about each Ego. d&dlit was difficult to select a sampling
method. And there may very well be a periodic itathe systematic random method we chose
since we do not know the algorithm used to dispheey list of alters when one views an Ego's
network.)

From the beginning we knew that the populationsweald be dealing with would be small,
made smaller by the companies that have employessate using Linkedin and then made

smaller still by those who chose to accept thenftieequest. In the early days we tried to track our
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"acceptance rate", but then quickly found that ppulation was growing by day and in some
cases exponentially. Obviously the latter has ioaions about the representability of the Ego set,
in addition to the problem of the nonrandom natfracceptance of the "friend"” request.

The acceptance of a "friend" request is interesiagan Ego-centered network study in
itself. We found that CEOs from developing courstriguickly accepted friend invites. The
German acceptances were much slower such that di¢ohase a different strategy for those
CEOs. For Germany we tried to leverage first deg@®ections by calling up all these in the
pharma and biotech industries in Germany and tiemed my 2° degree connection. Then we
sent a friend request to those CEOs, with whom &gk dne contact in common. This strategy
was effective. Next we filtered those contacts impkyee size.

Finding Hungarian inventors using the USPTO Databa$e trial data grab of USPTO
patents contained all Hungarian inventors fromralustries in 2007. After isolating inventors in
the healthcare industry using the title, internadioclass, field and place of first ranked author,
very few of these inventors were identified on ledkn (about 4 out of about 15). For example
the entire medical probe team is missing from Ldike Incidentally, this team also lacked
international partners. (Where there was a US membthe team, these Hungarian inventors
did tend to have a LinkedIn account.) A problem dhese with identifying the inventors on the
LinkedIn site when there were several people with $ame name, and one could not be sure

which industry that person now works in.
5. Initial observations

The above data collection strategy allowed us ignfembeddedness in the biotechnology
and pharmaceuticals industries; where, each frreqdest increased the likelihood that the next
CEO would accept the invitation exponentially. Teuggests further support for Barabasi's scale-
free network concept (the larger my network becothedarger my network will become). Those
who do not yet have a connection to me will see lth@ve connections to their connections and
decide to connect based on this mechanism - iferprgial attachment. However, we must not
rule out the idea that there could be other passithchment mechanisms.

Next we noticed that CEOs in the V4, Russia andr@eary tended to be of that country's

majority ethnicity. However, a lot of variation wésind in the ethnicity of the leadership of the
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Chinese companies. In the Chinese case, leademshi®d not to be of Chinese origin (as
determined by last name) and in some cases, coagtrat appear in the initial firm search with
a China filter, did not match the same location witiee leadership was then identified (there
was an India-located CEO whose company appeari i@hinese search).

Initial findings show that the Hungarian CEO netksrvs. the Hungarian Inventor
networks vary by size of their LinkedIn networkd.t@e four inventors who accepted the friend
request, only one had more than 50 connectionsthetgherson had over 500 connections.

Finally, on composition, initially it appears tifarmer place of study explains variation in
many of the Hungarian CEO network-ties; with theivdrsity of Szeged being a hub. One
important observation is that some Ego’s alterehaxer 500 ties and some have fewer than 50.
This might mean that there should in fact be airapkf Egos based not on the number of ties,
but the impact of those ties, as weighted by takér's number of connections (a kind of impact
factor). Where Ego has ties with alters that haxeesal 500+ connections, that Ego’s network is

of higher value than another’s, even if they havevweer total number of ties.

6. Conclusion

The dissertation is interested in investigating rilationship between informal networks
and firm performance in healthcare. It remains ® deen whether online professional
networking sites such as LinkedIn, can provideug elbout variation in country-level innovation
performance; namely, the contribution of the conitpms of informal networks themselves.
Thus far it appears that, in light of the hypotlsedkat LinkedIn is a severely “western” oriented
information and communications technology, such ¢ime might not be able to say, which came
first, the international linkages or the inventidirdoes appear, at least initially, that there rbay
an overrepresentation of “friends” from former @aof study, rather than arm’s length contacts
in the Hungarian case. This is indeed very intérgsgiven that Hungarian users of LinkedIn
must be very outward looking, but still their netk® contain mostly Hungarian “friends”.
However, further data is needed as well as coucdrgparison in order to both confirm this
speculation and try to more deeply probe informevork composition as a determinant of firm

performance in Hungary.
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14. Role of Technology Transfer Offices in Universy-Industry Interactions

Kalman Bucsai

University and industry relations have been devetbgpince the past few decades in several ways. In
knowledge based economy these two parties needotk together in order to implement the
successful commercialization of research result. iRdustry, in long term, it is a cost-efficient
opportunity to get the newest knowledge and the salsitions for their technological problems.
Universities need to find their positions on thelgll intellectual property and research and
development service market. Therefore in developedntries universities have established
organizations in order to commercialize the knowgkedyenerated at university level, to keep the
existing or to get new contacts and to join networkhe evolution of this kind of inter- or outer
organizations can differ in the sense of scienpficfiles or geographical positions of universitie®

it is necessary to examine the major patterns aediifferences of their mechanisms and stratedies o
commercialization.

This papet aims to investigate the key forms of businessiaméa interactions and to position
and highlight the role of university technologynsder offices in the different types of relatiompshi
with the industry, using the main literature fingshand national and international examples. The
paper also aims to present how these offices camribate to commercialization process of
knowledge generated by universities, what are tltives of industrial involvement, and what
services can be provided for inquiries coming fitbie parent university or outside.

Keywords: universities, technology transfer offidassiness-academia interactions

1. Introduction

Universities and industrial partners are playingpamant role in technology intensive
industries. The successful research and developm@ueatinnovation processes cannot be
implemented without these organizations. To undatstthe position of technology transfer
offices in the university industry collaboration® weed to discuss these three actors of this
field.

! Present paper is supported by the European Unidnca-funded by the European Social Fund. Projdet t
“Broadening the knowledge base and supporting trg Iterm professional sustainability of the Redearc
University Centre of Excellence at the Universitfy Sreged by ensuring the rising generation of danel
scientists.” Project number: TAMOP-4.2.2/B-10/1-261012
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In the first part of the paper we present the ganehraracteristics of industrial partners
and the universities collected by empirical sourc®sction 2 considers a few theoretical
backgrounds of university industry collaboratiofrs.third part we describe the models of
technology transfer offices focusing on their positn universities and the financing sources.
Then we introduce the case of University of Szegexsenting briefly the current results of

technology transfer.

2. Characteristics of industrial partners and univesities

According to their operation the one of the greatballenges of industrial partners are
the time and the permanent need for quick markgpamses. Drug development or other
industries can be different, because of the long tevelopment ineludible flows, but a good
example for this can be the mobile phone markengrother IT related technologies.

With a late introduction of a new technology aclkeieent, a market leader can be also
failed and it can lose their first position. A wgpestimation of market opportunities for a
possible new product line and a late recognitiome@i market potential can also harm the
position in ranking at global market as well. Itans that the proper timing of innovative
product introduction is also crucial task for a alguinnovative company, and it assumes a
proper timing of the research and developmentoimescases companies cannot afford a long
term research and development (R&D) process if t@npetitors attack their standings. This
can enhance the need for collaboration with unittessor public research organizations
(PROs). Using university knowledge for a concretehnical problem solving, can save time
for industry too. This can be implemented by licegsouts or joint research programs as
well. During the cooperation industry and univeesitcan concentrate on their core activities
at the same time. Companies can prepare to prothuogarket and to sell their new products,
universities can use their knowledge and get mdmely or for actual and future other costs.

Mostly at small and medium enterprises (SMEs) aegdmncharacter is the insufficient
research and development resources too. Not evdrigatompanies have the all special,
usually very expensive, equipment for e.g. a specfeasurement or analysis. There are
several examples for the other direction too. Somest universities cannot afford to invest in
a big device, so they have to find some induspatner to cooperate with in order to carry
the specific scientific project out.

Without connection to the other part, the lack &Requipment can be a major market

disadvantage for a company or for a university. Theufficient human resources for
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innovation are also great challenge mostly in iguBowever it is not so relevant in big
companies, because of the better wages and caifees. &-or SMEs, to maintain and to
finance a research group is not the most cost tafeesolution and mainly they cannot
employ the best experts due to the big companigsrbepportunities offered to them. To
tackle with this problem the good terms with unsigrcan be an answer. Companies can hire
universities to deliver the results what they needhout paying attention to purchasing or
operating the physical or the human resources pcese

In contrast with industry, universities executeestific oriented works and tasks. They
are relatively far from the markets, so their ietds are in general not business like. Their
information of market relations is incomplete ahé technical or the consumer changes of
markets are not so relevant for them. The orgaoizastructure is also different from
companies. The decision making process is usudby sand the size of the entire
organization is bigger than the most companies) éve big companies as well.

The main focus of universities is basic researcbnted, experimental development or
applied research are mainly relevant only in specihdustry related programs. The
fundamental tasks of universities are knowledgeegaion — the research - and knowledge
transfer — the education. The third role, the kmemlge utilization is the next step in the
evolution of universities that could extend thelawobration opportunities with the industry.
This activity is based on the concept of entrepueatuniversity.

Marketable knowledge produced by universities agpuiushowed up first time in
Etzkowitz (2008) many works, according to them ‘thietrepreneurial university” is handled
one new approach of the relationship between usitves and companies. The concept of
“entrepreneurial university” is based on industdatoperation so that knowledge acquired by
universities - during interaction - is used to wotk and apply their own business activities in
business environment in order to contribute - ffsall - to the regional economic and social
development. This process became well-known asthilvd mission of universities after
research and education.

According to Bajmocy (2011) the components of thiedt academic mission are human
resources, intellectual property, spin-off orgatimas and contracts with companies and
individuals but in a wider sense participation oligy making, in cultural life or even in the
ordinary knowledge transmission too.

Third mission of universities have started to expan first in USA in the last few
decades, later in the other more developed cosrtoi@ (Bajmdcy 2005). The market demand

itself was not enough even in the USA since leg@tabackground was not applied. Patent
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and Trademark Amendments Act, called Bayh-Dole iActhe literature too, tried to cover
this lack in 1980. It means that universities ardearch centers had big freedom in the
possession of the intellectual properties createdn fthe governmental financing. This
decision was very important at that time which gaesv momentum for the American

economy.

3. Theoretical background of university industry rdationships

According to Blum and Miiller (2004) categories thierentiation for cooperation can
be done by the directions. The first group is cater to the horizontal cooperation. In this
case the task distribution and the task implemmmtas done jointly by the availability of
resources for R&D&I. In this case the ownershipndéllectual property rights are collective.
The second option is the vertical cooperation, wienrelation is divided into two separate
parts, to customer and to service provider pare Ghistomer, mostly the industrial partner
pays the charges of research and development &ethiee provider, university partner. The
vertical cooperation allows customers to be emtitte be the owner of the intellectual
property rights created.

Fontana and his co-authors (2006) highlighted thla¢ university industry
collaborations are analyzed by the impacts of $ifiemesults to the economy, derived from
turnovers, research and development activities atdnting activities of companies. They
also (Fontana et al 2003) investigated the intemastby the universities’ and other public
financed organizations’ point of view by the pautar roles in the implementation of
innovation and idea transformation activities. @tkelection criteria are the forms of the
channels used for cooperation, because universitidshe industrial partners can work with
each other by formal or informal channels as well.

Varga (2004) created four options for knowledgadfar mechanisms to companies,
started from universities. Knowledge transfer, deren of university industry collaboration,
can be distributed by the knowledge flows, the kieolge transfer by networks, the
formalized knowledge diffusion and the knowledgansfer using physical facilities of
universities by industry.

Inzelt (2004) grouped the interactions by the actdihe three main levels are the
cooperation by individuals, cooperation by indivatki and institutions and cooperation by

institutions (Figure 1).
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Table 1Types of interaction

Between individuals and

Between individuals S Between institutions
institutions
1. Ad hoc consultations of firm 5. Buying university research 12. Access to special equipment of
employees at universities results (patents) ad hoc basis firm/university with

or without assistance of owner’s
organizations
2. Lectures of firm employees helds. Employing faculty members as 13. Invest into university’s
at universities regular consultants facilitates
3. Lectures of faculty members 7. Coaching of firm employees by 14. Regular acquiring university
held at firms university researchers research
4. Regular (informal) discussions 8. Training of firm employees by 15. Formal R&D co-operations
between faculty members and firmuniversity professors such as contract research
employees on the meetings of
professional associations, at
conferences, and seminars
9. Joint publications by university 16. Formal R&D co-operations

professors and firm such as joint research
employees projects

10. Joint supervision of Ph.D. and 17. Knowledge flows through
master theses by permanent or temporary
university and firm members mobility from universities to firms
11. Joint IPRs by university 18. Knowledge flows through
professors and firm employees  spin-off formations of new

Arm’s length enterprises

Source:lnzelt (2004)

The university industry collaborations can be adageous for industry because in short
term they can get the latest knowledge and thetisaluor their specific technical or
technological problem, in mid-term they can bewaéd to use and exploit the human and
technical infrastructure of universities, includirige selection of new employees from
graduates. In long term they can position themsehgeknowledge oriented company at level
of researchers, students and even competitors. p@uaes can also establish a long term
cooperation and stable professional, scientifickgsemund for future innovation and product
or technology development smaller or bigger plalilee research centers or company
departments at universities.

For universities there are two main benefits ofpmration. The first and most important
benefit is the involvement new, state-independemt e&n some cases significant financial
resources. The second is the competitive advantaglee competition for new industrial
partners and for students.
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4. University technology transfer office models

The academic knowledge utilization activities aasdx on the co-operation particularly
with the industrial partners which can be groupedany ways (Etzkowitz 2008). The levels
of the university-industry co-operations have difg evolution phases. One of them is
Technology Transfer Office (TTO). The creation oéchnology Transfer (TT) is not
necessarily the first step to utilize the createdwledge. This level places between many
other stages like the establishment of industiagddn office or incubators.

According to the Organisation for Economic Co-ofieraand Development definition the TT
office in the university or research center or @stitute which has tasks as identification and
management of academic intellectual property (IIP)protection, IP commercialization and
license contracts (OECD 2011). Besides them maik i&athe creation and management of
spin-off organizations and contact keeping withhetners.

TT offices can be identified as an extended hantb dhe industrial actors in order to
solve the important technical and scientific protgeraised by the industry side. Furthermore

it is a bridge between the academic managemenaeademic researchers as well (Figure 1).

Figure 1The direct environment of university technologyster offices

University environment Market environment

RESEARCHERS TECHNOLOGY BUYERS

P

~

SERVICE COSTUMERS

UNIVERSITY MANAGEMENT

Source:author’s own construction

Literature highlights three different basic formstgpes of TTOs according to the role
and position of them in their organization (OEC®202011):
1. The first and the most usual case when the TT effiorks in the organization as a
department. This “Department-type” model givesticial and management advantages
for the universities, especially in case of a neldffice. When the own technology

portfolio is small can finance themselves and innynaases the office can handle
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additional tasks too. In this model technology nugana and researchers can be closer to
each other in time and in localization too.

2. The second opportunity, if the office works as ing department of the university.
This is useful if the university cannot guarantee financial and human resources. This
model is cost effective for universities since ibed not maintain organizational
infrastructure which means fix costs. But the TTicef is a bit further from the
researchers so the in-house contacting is hardénisn“Wholly owned subsidiary”
model.

3. In the third opportunity, the university can hireiadependent organization. In the case
of this “independent” model the university can hasesort to the professional
technology transfer service which costs can bedrtigh many cases, especially after a
successful business transaction. Their advantages ttee know-how and high
effectiveness, mainly if the university’s produdrtiolio includes just few marketable

components.

According to Young (2007) overview there are soméernational examples for
technology transfer models and the forms of finagciln Australia the PROs organized
TTOs by the ,Wholly owned subsidiary” model andytloan finance their operations without
involvement of other financial resources. In Intha organization of TTOs is not in formal
frameworks. Most universities have established soffiees, but they had to use their own
financing resources for implementation of tasks.

From a 1998 legislation, the TT offices can be ape# in Japan. This act provides an
opportunity for Universities to finance the tworthiof the costs of the offices in the first five
years. The Chinese universities run TTOs in thellwlmwned model with external services
providing. Besides the main technology transfeivdies the private companies are active
costumers of them, so the financing is securedeimetpl. The most common services are
business planning, spin-off management consultancypation and business planning.

In United Kingdom state supporting schemes wem@dhiced in last century in order to
enhance collaboration between the university addstry. The most attractive example of the
British TTOs is the ISIS Innovation Ltd. that is aatsourced company of Oxford University.
The company is one of the most emerged Univergthriology transfer organizations.
Through its three basic pillars, the Isis Techngldgansfer, Oxford University Consulting
and Isis Enterprise, they offer a wide range oWvises for non-profit and profit oriented

organizations. Young also highlights that the mdsiversity in United Kingdom run a
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department-type organizations as well. Their taske mainly in connection with
administration, contacting and connecting with neastnerships.

As mentioned earlier the Bayh-Dole Act was the &&ment to start the official way of
university technology transfer in the United Stat@scording to this law, the income
structure of the TT activities has to cover the suilsiration costs of the offices, the financial
revenues of the inventors also.

In Hungary the introduction of the acts on HigheduEation, the Research and
Development and Technological Innovation and theeRech and Technological Innovation
Fund in 2002-2005 enabled the legal framework féicial technology transfer initiatives as
well, including the financial resources, the oppoity of the company establishment of
universities or the EU harmonized definition ofeasch and development activities (Inzelt
2008).

5. Case of University of Szeged

University of Szeged was pinned on the global mbagaence, when Albert Szent-
Gyorgyi, the head of the Faculty of Biological Chsiry, won the Nobel Prize for discovery
of vitamin C in 1937 (SZTE 2012). Now University &zeged is one of the largest
universities of Hungary. The average number of ettsl is 25,000 with 700 additional
students on PhD doctoral schools. The University h2 faculties, including medical and
pharmaceutical sciences, ICT, natural sciencesn{istey, biology, physics, environment)
and economics. University of Szeged is the biggesployer of the region with 7,000
employees. The University offers 88 BA and BSc, MAX and MSc majors, 4 undivided
degree courses, 59 postgraduate and complemerdariyng courses.

According to the 2011 statistical data UniversifySzeged 291 researchers and the
2.239 instructors; 21 of them are full membershef Hungarian Academy of Sciences (HAS)
and 114 are corresponding members, and 643 ar@BaxtPhilosophy (SZTE 2012).

In recent time 20 joint cooperation research teapesate at 4 faculties of the University, 12
of which are financed by the Hungarian Academy @éfce. The average annual number of
publications is more than 10,000 (SZTE 2012).

At this time the research and development and iathow activities placed under the
vice-rector (SZTE 2012). The Vice-rector manages Directorate of R&D and Innovation,
which works as an interface between the academmnumity at Szeged and external

collaborators in both the public and private sextorhe Directorate has four parts, the
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R&D&I secretary, the Industrial Liaison Office, tiR&D project management office and the
Technology Transfer Office. The basic task of tHEOTis the managing and extending the
university intellectual property portfolio. This ppaof the directorate handles the university
knowledge map, prepares the intellectual propgrplieations, analyses the market potentials
of the inventions, creates business concepts aaduees the possible partner search. The
TTO coordinates the innovation services for extiepaginers and the international technology
transfer cooperation as well. Using the own profesd knowledge of its faculties, the
Directorate also employs a legal expert and margetxperts in order to help the
commercialization and partnership building processehe field of technology transfer.

The University of Szeged started its new technokoggsfer program in 2009 by a joint
implementation with College of Kecskemét. The ne&lmillion EUR project was partly
financed by European structural and Hungarian gowental funds.

As the result of this project and the earlier @éfdhe patent portfolio of the University
consists of more than 40 patents, many of whichelekeady been commercialized through
license agreements and spin-off enterprises eskedali especially in the field of medical,
pharmaceutical, environmental sciences and ICT20b2, University of Szeged has seven
spin-off companies (SZTE 2012).

Table 2Income structure of utilization of research resalt University of Szeged 2006-2011

2006 2007 2008 2009 2010 2011
Income generated by
utilization of R&D results 10,3962,45 12,1219,96 14,4792,99 15,859,61 11,2;4,34 8.334.486
(in EUR, EUR/HUF=290)
in % of types of activities
joint research 78.3 86.91 81.91 65.41 68.68 75.9
licensing out 0.05 0.03 0.01 0.25 0.47 0.09
contract research 21.65 13.06 18.08 34.34 30.85 .0124

Source:SZTE (2012)

6. Conclusion

Several factors are available for the cooperatignubiversities and the industrial
partners. The first but not the most importantdactan be the high level of interdependency.
Industry has the financial sources for R&D, but kinewledge for it at the university side. In
some cases the cooperation is started by a top-dowative, which is important if it is
paired with financial support. Direct or indirea\ggrnmental supporting schemes can provide

joint projects implemented by both parties, or aaler system can be also a good tool for the
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enhancement of collaboration. Other reasons fdalootation is the risk sharing, cost and

time saving at both sides. University and indu®&D and innovation (R&D&I) processes

are overlap each other so there are few stepsah&bm the core activity of the actors. This
option induces the optimization of resources aadditional motivation and job keeping and
job creating opportunities mostly on the universitye.

As universities and the industry are on competition their market, so image
improvement is also a key element for collaboratladustries can boost the sales figures if a
new product is branded as a result of a joint rebeaith a famous or acknowledged research
organization. In case of getting new students usities can gain market advantage if they
have a number of industry related connections. Téey be more attractive for applicant
students than others who offer less marketableotlum and degrees mostly in natural,
technical, medical and agricultural sciences.

In reality, the combinations of TTO models exishca the universities use mixed
models because they take into account the advemtagatact system, prepared human
resources, utilization purposes, etc. The evolutatdnthe models can come from two
directions:

1. The universities which have bigger technology mbidé which include a lot of
marketable technological and intellectual prodsttsuld start with the first model and
then go to the direction of the second model.

2.  The universities which have smaller portfolio shibudtart with the independent
organization as first step and then go to the firstlel and the second model can follow
it.

For the universities the second model can be th& eféective. But the main criteria of
the selection can be the availability of the hummasources, contact system, number of
technologies in portfolio and their possible bussipotential. The involvement of technology
transfer offices at the development of universiigustry cooperation can be different in each
university, it is an issue of the decision of umsiyy management. It is a matter of
commitments and missions made by university in ocafseltilization of research results
generated at its sites.

University of Szeged has made the first steps ideorto become a successful
technology transfer actor. At this time the TT waties are implemented in the framework of
the department-type TTO model. The first financiaputs have established a stable

fundament. In the next few years a future researah investigate and measures its



214 Kalman Bucsai

effectiveness and make comparisons with other Husngand international Universities, who

have mostly the same geographical, economicalientsiic background and environment.
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15. Evidence on Knowledge-intensive Industries irhe Regional Innovation
System of the Southern Great Plain

Zso6fia Vas

Aalborg school of innovation systems highlights ¢cbenplementary nature of different approaches.
Literature reveals the impact of the componentsegfonal innovation systems on clusters, promote
clusters in which industrial firms can reach highenovation performance and reveal the interaction
between sectors and the national innovation system.

Innovation performance in sectoral innovation sgstedepends on the nature of the industry
and determined by its geographical location. Howegiteis not the most obvious to investigate the
geography of sectoral innovation systems primargational borders, since they are often localized,
concentrated on subnational level, and influencgddgional innovation systems. The problem is the
lack of empirical evidence on the mutual impacsedtors and regions. The relationship is even less
examined in less developed regions.

This study is designed to examine the interaction of sectaral regional innovation systems,
and reveals the characteristics of sectors andaegiin case of knowledge-intensive industries én th
Southern Great Plain Region of Hungary. The questire based survey shows the relevant
organizations in innovation activities, their hetgeneity, geographical location and the diversity o
links in innovation and R&D activities.

Keywords: knowledge-intensive industries, regioaatl sectoral innovation system, less developed
region

1. Introduction

As a result of the expansion of knowledge-basech@ty and the global economic
activities higher attention is drawn to identifyt #ie determinants, which contribute to the
increase of competitiveness and the specializaifoeconomic actors and regions. There are
several factors, which explain the difference betweeveloped and less developed regions,
and one of them is the difference in innovationac#y, which can lead to differences in the
innovation performance as well. The literature ohadvation systems provide a suitable
framework to analyze innovation processes botlegibnal and sectoral level and to reveal all

the elements and interactions, which are essefatiathe production, diffusion and use of

! Present paper is supported by the European Umidrca-funded by the European Social Fund. Projdet t
“Broadening the knowledge base and supporting timg lterm professional sustainability of the Redearc
University Centre of Excellence at the Universitly Szeged by ensuring the rising generation of denel
scientists.” Project number: TAMOP-4.2.2/B-10/1-2a1012
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knowledge. The concept of innovation systems pujseat emphasis on the social context of
innovation activities and the interactive nature learning. According to the conceptual
framework of regional innovation systems (RIS), theeractive learning takes place in two
subsystems, in the knowledge application and etgtion subsystem, and in the knowledge
generation and diffusion subsystem. The knowledgdication and exploitation subsystem
consists of firms forming regional clusters anaakseir support industries.

All industries produce and use new knowledge arthnelogy, but industries with
analytical or with the combination of analytical dasynthetic knowledge base are more
knowledge or technology-intensive. Knowledge-intemsindustries have attracted a great
attention in knowledge application and exploratidiney generate positive effect on the
regional economy, and can have a leading role enditvelopment even of less developed
regions. Due to their nature as special kind ofosatinnovation systems (SIS), knowledge and
innovation activities in knowledge-intensive indies are generally spatially bounded. For this
reason if firms in an industry are geographicaip@entrated in a region, economic conditions
of the particular region have an impact on the stigu even if it is a knowledge-intensive one.

Recent study attempts to answer the following mebeauestion: how innovation
activities of knowledge-intensive industries cancharacterized in the less developed NUTS2
region of Southern Great Plain in Hungary? The tpm@saire-based research highlights the
specificity of knowledge-intensive innovation adies, the nature of cooperation the intensity
of R&D activities, and the barriers of innovatidrne questionnaire is based on the Community
Innovation Survey, and completed with question ftbminnovation system literature and with
general information on companies. The study shoedasic concept and some elements of the
ongoing PhD work.

2. Theoretical introduction - Interdependence of rgional and sectoral innovation systems

Innovation system approach has emerged sinceitiedl mppearance with the concept of
national innovation system (Freeman 1995, LundV@®2, Nelson 1993) and has extended with
the notion of regional (Cooke et al. 1997), sedtfimlerba 2002) and technological (Carlsson
— Stankiewitz 1991) innovation systems. The approathinnovation systems provides
understanding on the interactive and collectiveegss of innovation, and describes the role of
the variety of actors, information, knowledge, ratgions and complementarities among agents

involved in the process of innovation.
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The literature on sectoral innovation system (S#$plores the characteristics of the
change and transformation of sectors, also theasadinks and interdependencies within and
even between sectors (Malerba — Orsenigo 1997,rb&a002, 2004). It makes a combination
of several perspectives to analyze sectors, argbldes the limitations of case studies and
industrial economics. The approach puts an emplusithe study of the role of non-firm
organizations and the transformation of sectorgheir boundaries too, and emphasizes the
importance of knowledge and interactive learninige Theory highlights that knowledge is a

key asset for competing firms, and learning isyap®@cess to strengthen competitiveness.

Figure 1Relation between different approaches of innovatigstems

Global
innovation
system

National
innovation
system

Technological -
innovati’oﬂ'
system Rlegional-
innovation

. system

N

Source:author's own construction based on Asheim anddiauthors (2011, p. 884.)

Based on the sectoral knowledge base Asheim ande@og005), Baba and his co-
authors (2009), Tédtling, Lehner and Trippl (20d6tinguish two main types of knowledge
base: thanalyticalandsynthetic knowledge baskhe latter one is more likely concerned to the
traditional industries, but analytical knowledgesdaor the combination of analytical and
synthetic knowledge base is typical to those kndggeintensive industries, like ICT.

Innovation performance of firms depends upon tharatteristics of the sector and
closely related to geography. Research on innavatistems related to sectors (Bresehi
Malerba 2005) demonstrate that SISs may be higidglized, and go under the impact of
regional economic conditions. Innovation procesgdsms are rooted in specific contexts with
particular inputs, knowledge base, competencestutisnal background and demand relevant

to sectors, and localized on different territoléadels. While mode of sectors to innovate defines
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the innovation pattern and economic performanca i@&gion, meantime national, regional and
even sub-regional conditions have impact on theossgattern of innovation too.

It has been pointed out (Lundvall et al. 2002) dathiled (Casper Soskice 2004) how
interdependent relationship of sectors and natieyatem exist. It is often examined how
sectors explore clustering from the viewpoint afioeal innovation systems (Cooke 1997,
Asheim—- Coenen 2005) or how firms in regional clustersea\better innovation performance
(Porter 2000, Beaudry Breschi 2003). But it is less discussed how theraction forms
between regional and sectoral innovation systererdl'is also a lack to define less developed

regions in terms of innovation.

3. Regional economic conditions in less developeeljions

Special focus is given to less developed regionshén research. Hence there is no
universally accepted definition for less developeehions (LDRs), for the further
conceptualization of regional and sectoral inn@ratsystems and to analyze knowledge-
intensive economic activities, there is a need a&aerour own definition of LDRs.

Firstly, a precise definition akgionsin terms of innovation from Cooke and Schienstock
(2000, p. 273.) can be followed, regions agedgraphically-defined administratively-supported
arrangement of innovative networks and institutighat interact heavily with innovative
outputs of regional forms on a regular bdsishis definition is in harmony with the concet o
functional (nodal) regions, defined by Malecki @9¥. The own definition and characterization
of LDRs for the given purpose of this paper follothe concept of Cooke and Schienstock
(2000) with the combination of other studies ligtspecial features of regions.

Regions have increasingly have become a focusarfoeaic policy. European Union on
the field of economic and social cohesion, defmescle of so called less prosperous regions, in
relation with Objective 1. The objective lists tingost common economic signals lafss
prosperous regioris This is the first concept, which contributes tteritify less developed
regions, even if this definition was made for spkepblicy issues. The most important economic
signals of these regions are the low level of itmest, the higher than average unemployment
rate, the lack of services for business and indalgland the poor basic infrastructure.

Following the description of the article of Téddirand Trippl (2005) less developed
regions may be related fmeripheral regions Todtling and Trippl (2005) identify peripheral

regions with missing clustering efforts, SME dommoa, low level of R&D, low or medium

2Source: ec.europe.eu/regional_policy/objectivel
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level educated workforce, lack of specialized s®mwiand thin institutional structure. In
addition, Lagendijk and Lorentzen (2007) label jplegral regions d$on-core” areas located
outside the principal metropolitan areas withousextor being a leader in technological
development, and with greater distance to sourté&mawledge generation and transfer. This
concept of peripheral regions has a limitation, elgnthat they are often concerned as those,
which have too few firms in the same industriatseor local production system, which would
lead to regional cluster formation.

Also the classification of Asheim and Isaksen (908Rthree types of RIS (territorially
embedded regional innovation networks, regionalvodted innovation systems, regionalized
national innovation system) may give a guidelin@ame the factors that make a region to be
less developed. This concept was applied in thearel of Andersson and Karlsson (2004) too,
to explore the differential features of small aneédmm-sized regions. The concept of
territorially embedded regional innovation netwosksuld be in harmony with the concept of
less developed region, but partly. In territoriadiymbedded regional innovation networks both
geographical and relational proximity plays a calicole in firms’ (mainly SMES) innovative
activities. The competitive advantages of firmseoa®n a localized learning process. The
probability for radical innovation is low due toetthack of knowledge providers in the region.
There is also a danger of lock-in in these regidrtbe networks are not able to sustain firms’
competitiveness in the region. The suggestiontfese regions is to build external linkages.

LDRs also may be partly identified eegional networked innovation systeriie basic
features of the networks are same like in caseemitdrially embedded regional innovation
networks, but it is more systemic and organizechéis — Isaksen 2002). These regions have
stronger regional infrastructure, with more locabamization (R&D institutions, training
organizations etc.). Local and regional knowledgeviders give firms access to information
and competences, and increase the collective itimevaapacity and counteract a lock in
situation. To describe a less developed regiomradnebination of the territorially embedded and
regional networked innovation system may be swetabl

Finally, Rosenfeld (2002) discuss clustering effart less favoured regionwith special
features like, weak infrastructure, lack of accesscapital, technology, innovation, regional
isolation, low educational level and low skillednkiorce, mature or hierarchical industry structure.

The own definition would be related to the obsaorabf Asheim and Isaksen (2002) on
territorially embedded regional innovation networksgional networked innovation systems,
Todtling and Trippl (2005) or Lagendijk and Loreenz(2007) on peripheral regions, Rosenfeld
(2002) on less favoured regions and the definiib@ooke and Schienstock (2000) on regions
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in term of innovation and based on other obseredacteristics. LDRs are defined through the
following characteristics in a wider sense relatedconomic activities. LDRs have:

— dominance of small and medium-sized (SME) entezpyis

- low level of investment

—  presence of traditional industries and increasihg of knowledge-intensive sectors,

-  low level of R&D activities and business services

- lack of networking and clustering efforts from atbm-up perspective.

Additionally, from the viewpoint of the institutiah background and the factors, which
explicitly affect the fundamental innovation adies and the networking of the primary actors

(the firms) in sectors, LDRs have:

strong geographical, weak relational proximity agagents,

— lack of sources of qualified human capital,

—  lack of knowledge and financial sources,

— like the low number of knowledge providers (univtgtrsresearch center, technology

transfer institutions etc.).

The definition emphasizes the role of those seagndators from the institutional
background influencing the behaviour and innovagss of firms, which are closely related to

knowledge generation, utilization and transfer.

4. Evidence on the innovation activities of knowlege-intensive industries

The fundamental goal of the survey is to study Kedge-intensive industrial sector
activities and the factors determining their inntawa activities in such a less developed region
as the South Great Plain Region is. Our purpos® igeveal all the factors affecting the
introduction and spreading of innovation. RegasitEswhich aspect the factors influencing the
innovation process are studied (regional or seljtobasic constituents like organizations,
institutions, relationships, and infrastructure amalyzed. The goal of the questionnaire is to
estimate the heterogeneity, geographical locat@ the diversity of relationships within
organizations relevant to the innovation activiiieshe knowledge-intensive industrial sector,
determining the learning opportunities of the cogtions. The questionnaire includes certain

other elements of innovation systems, like infradttire or institutions (e.g. local governments,
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development agencies), but for their complete @malyore than corporate questioning would
be appropriate and necessary.

To analyze knowledge-intensive sectors, we follbe OECD classification. Recently
based on the technological standard of sectorsere tlarehigh-technology, medium-high-
technology manufacturing sectond knowledge-intensive servicgKISs) (OECD 2001,
Eurostat 2009). The circle of KISs is divided toowtedge-intensive market services and
knowledge-intensive financial services, and thessileation also makes distinction between
high-tech KISs and other KISs. The latter referdetss knowledge-intensive industries, only
exploiting the knowledge of other economic actgtiand qualified labour force. That is why
enterprises providing less knowledge-intensiveicesvas their main activity were excluded from
the survey.

Micro, small and medium-sized enterprises havingentban 1 employee (including the
owners participating in the management), estaldidtefore 01 January 2009 and having at
least two completed business years were includétkeistudy. 400 enterprises were included in
the sample. The enterprises' seats on the teritotlye counties of Békés, Csongrad or Bacs-
kiskun. The surveyed knowledge-intensive firms ta#ke 4.5% of all knowledge-intensive
industries located in the Great Plain Region.

Most of the knowledge-intensive (83.8%) and of theovative knowledge-intensive
industries (72.4%) are microenterprises, and thereelatively higher proportion of small
enterprises (11.8% and 22.0%). Only 4.5% and 5%%medium-sized enterprises from the
knowledge-intensive and innovative enterprises.

However, the number of companies that could beidered active in innovation is
somewhat smaller than 400. There are 44 enterpjiisgading 21 innovative one) which are
considered to be knowledge-intensive based on thgistered main economic activity, but
have become excluded. This happened because tlagir sources of revenue were non-
knowledge-intensive activities. Thus, we are aldecome to a conclusion on innovative
activities in the based on the answers of 127 pnses. Out of 400 enterprises 31.8%
implemented innovations in the last 3 years. Incirse of the study we are going to consider
these companies amovative knowledge-intensive enterprisiesthe specification of the type
of innovation we followed the definition of Oslo kiaal (OECD 2005).

Among the 400 knowledge-intensive industries 15i8%nanufacturing companies, of
which 13 companies are high-tech manufacturing @mp(Table 1) Almost half of the
manufacturing enterprises are also innovative oA@song knowledge-intensive and even

among innovative knowledge-intensive enterpriseskiiowledge-intensive services are in the
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majority. 74.2% of all enterprises are businessisercompany, including 97 innovative one.
This means that out of the 127 innovative compartié$% provides services, and these are
mainly knowledge-intensive market and high-teclvises.

Table 1Knowledge-intensive (and) innovative enterprisex¢rding to main activity and
activity providing the major revenue source)

NACE Knoswledge-l_ntenswe Innovative knowledge-
Rev. 2. MEs (n=400) intensive SMEs (n=127)
Number % Number %
. I . 21 1 0.3 - -
High-tech manufacturing industries 26 12 30 4 57
20 7 1.8 3 2.00
. . . 27 5 1.3 3 2.00
Med|um-hlga-;iz?rirg:nufacturmg 28 21 53 12 81
29 13 3.3 7 47
________________________________________________ 30 | 2 05 | 1 07
All 61 155 30 20.2
59 3 0.8 1 0.7
60 1 0.3 1 0.7
High-tech 61 5 13 2 1.4
knowledge-
intensive services 62 18 4.5 8 5.5
63 2 0.5 1 0.7
72 27 6.8 15 10.1
50 4 1.0 1 0.7
Know]edge_ 51 2 0.5 1 0.7
intensive 69 64 16.0 11 7.4
services Knowledge- 70 19 4.8 4 2.7
intensive market 71 66 16.5 18 12.2
services 73 10 2.5 7 4.7
74 25 6.3 8 55
78 3 0.8 2 1.4
80 15 3.8 8 55
Knowledge- 64 2 0.5 2 1.4
intensive financial 65 3 0.8 - -
services 66 26 6.5 7 4.7
All 295 74.2 97 66.0
| Al 356 89.7 127 86.2

Source:author's own construction

The survey shows that businesses implemenmteduct and / or process innovati@aver
the past three years, and it was new in the busioe$or the market (Table 2). Knowledge-
intensive businesses mostly introduced new or fsgnitly improved goods (38.6%) or new
services (29%) for the market. Typically, compartiesded to carry out service innovation,
which was new not only to the business but alsthéo market, and this refers to product

innovation as well as to process innovation.
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Table 2Product and process innovation of innovative kndgeintensive businesses

Yes. which isnew to | Yes. which is new to

Type of innovation activity the market the business No
Number % Number % Number %
Introduced new or significantly improved
product (good) (n=126) 49 38.6 26 20.5 51 40.2
Introduction of new or significantly 38 29.9 36 8.3 52 40.9

improved service (n=126)
Introduction of new or significantly
improved process for producing or 32 25.2 27 21.3 65 51.2
supplying goods or services (n=124)
Source:author’s own construction

The questionnaire also focused on activities réldte organizational or marketing
innovation Among the answers to did your business condugtnaerketing or organizational
innovation activities during in the past 3 yeahg proportion of "no™ answer is higher than it

was in case of product and process innovation €rapl

Table 30rganizational and marketing innovation of innovatknowledge-intensive businesses

Yes No
Number % Number %

Types of innovation activities

Implementation of new or significantly
changed corporate strategy (n=127)
Implementation of new management
technigues within this business (e.g. new
supplier technique - Just in Time system
(n=127)
Implementation of major changes to your
organization structure(e.g. cross-site. 44 34.6 83 65.4
teamwork) (n=127)
Implementation of changes to marketing
concepts or strategies (n=127)
Source:author’'s own construction

36 28.3 91 71.7

31 24.4 96 75.6

54 42.5 83 65.4

If we look at organizational innovation, we can $leat only 28.3% of the innovative
knowledge-intensive companies implemented new gnifstantly modified organizational
strategies. New business practices were used lysalr.4% of the companies. More than one
third of the innovative companies (34.6%) introdiicghanges related to their organization
structure and 42.5% of them used new marketingegin@nd strategies.

The questionnaire also included a question askimgtiver (and if yes, how intensively) the
business engaged in the following innovation relatetivities in the past 3 years: research and
development, acquisition of equipment, acquisitioh external knowledge or training.

Knowledge-intensive companies marked the inteiditiie listed activities on a five-grade scale.
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49.2% of innovative companies did not engage iniatgrnal R&D, and the same goes
for 54.8% them in relation to external R&D (FigWe In contrast, in the past three years a
number of companies were intensively engaged witgrmal R&D (24.6%) andxternal R&D
(14.3%). The average is 2.52 for internal R&D an@32for external R&D. The most
heterogeneous group of firms relates to internaDR&ad training (standard deviation is 1.70).
In other words, even if companies can be definadrasvative, in almost 50% of the cases they

introduce new solutions without R&D activities.

Figure 2The extent of activities needed for innovation

Internal R&D (n=126)

External R&D (n=126)

Acquisition of machinary and _
equipment (n=127) i
Acquisition of external knowledge
(n=126)

15.0

Training (n=12¢)

0% 20% 40% 60% 80% 100%
1(Did not engaged at all) =2 m3 ®m4 ®5 (Engaged very intensively)

Source:author's own construction

In order to carry out innovative activities, thegaisition of machinery, equipment and
software, i.e. of developed technology, machinespputer hardware and software. The
average of answers given to this question is 363.% claimed that these are strongly related
to their innovative activities. We cannot state g@me about the acquisition of external
knowledge (the mean is 2.61) or about the neceskigining (the mean is 2.48)cquisition
of external knowledgbasically refers to acquisition or licensing otgrded and non-patented
inventions, know-how and other knowledge from ott@npanies. 43.7% of companies did not
need external knowledge at all, while more than 40%em acquire external knowledge more
intensively than the average, so that they couldya@aut innovative activities. The tendency is
the same for innovation-relatéGining, in case of internal or external training of expdthe
training serving specifically the development draduction of innovation). Employees did not
participate in any training at half of the compan(i&3.2%).

Through innovation knowledge-intensive companieghinbe present at the knowledge

market with products protected tellectual property Table 4 summarizes the answers given
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to the question “During its operation, did your ibess apply for a patient, register an industrial

design or trademark or produce materials eligibtecbpyright?”.

Table 4intellectual property of innovative knowledge-imteze companies

] Yes No
Form of intellectual property Number % NUmber %
Did you apply for a patent? (n=127) 12 9.4 115 90.6
Did you register an industrial design? (n=127) 4 3.1 123 96.9
Did you register a trademark? (n=127) 7 5.5 120 94.5
Did you produce intellectual products eligible fgr
Copgrigh’;’? (12126) P g 38 30.2 88 69.8

Source:author’s own construction

Because gaining copyright is a typically complex aostly process, small and medium
enterprises did not apply for a patent (90.6%)istegan industrial design (96.9%) or register a
trademark (94.5%). On the other hand, 30.2% ofvatiee knowledge-intensive companies
produced such intellectual products which are urderight. 9.4% of the companies applied
for a patent in the past three years.

Table 5 shows the answers to the question “How rtapbwere the following factors in
the decision making to innovate during the lasiearg?”. The factors listed in the table were
evaluated by the companies on a five-grade scadey fnot important at all” (1) to “very
important” (5).

Table 50bjectives and importance of innovative activities

Importance Standard

Factors ranking Mean deviation
Improving quality of goods or services 7.11 4.32 051.
Increase range or goods or services 5.97 3.85 1.27
Increasing capacity. efficiency for producing goodservices 5.97 3.81 1.29
Meeting regulatory requirements 5.94 3.75 1.53
Entering new markets 5.75 3.71 1.44
Increasing market share 5.70 3.71 1.42
Replacing outdated products and processes 5.58 3157 1.48
Reducing costs per unit produced or provided 4.64 133 1.57
Have environment friendly products. processes 4.28 2.95 1.59
Improving health and safety 4,05 3.00 1.49

Source:author’s own construction

The importance of each factor can be comparedtivlinelp of a Friedman-test. This test
assigns an importance value to each objectivetasdialue shows the average rank each of the

given ten objectives gains from the respondentsigher value shows greater importance of the
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objective. Based on this you can put togethertanisrder of importance. The test showed that
the individual factors or objectives are not equahportant for innovation. “Improving the
quality of goods or services” and increasing thegeaof the same tops the list of importance,
while in the bottom of the scale we find “Improvihgalth and safety”.

Based on the Friedman-test we conclude that theoriapce of reaching individual
objectives does not appear to the same extentrirsa@mple. The same is supported by the
means of answers given to each option. Here thé imp®rtant objective is the improvement
of the quality of goods and services with a mead.82. Standard deviation from the mean is
the smallest in case of quality (1.05), which mehas quality is important for all companies. A
total of 58.3% of the companies find it exceptibpainportant to improve quality during its
innovative activities. After quality “Increase rangr goods or services” and “Increasing
capacity” are of the same importance (with meai®% &nd 3.81 respectively). The least
important factors are environment consciousnesarir295) and health, safety was not an

important reason for companies with respect tovation.

Table 6Geographic scope of the partnerships innovatinepamies have

Relation

Actors Region Country Abroad
Number % | Number % | Number % | Number %

Suppliers of eiquipment. materials. servi €S.,g 229| 58 a60l 16 127 22 190
or software (n=126)
Clients and customers (n=125) 24 19.2 64 51.2 9 7.2 28 224
Competitors or other businesses in your
industry. which are

SMEs (small and medium sized) 29 176 43 34.4 5 4.0 55 433
(n=125) - - . .

Large companies (n=124) 9 7.3 29 234 4 3.2 82 66.1
Consultants. commercial labs or private
R&D institutes (n=126)
Universities or other higher educatipn
institutions (n=126)
Government or public research institutes
(n=126)
Innovation and technology centefrs.
development agencies (n=126)
Source:author’s own construction

No relation

7 55 27 21.3 - - 92 72.4

9 7.1 28 22.2 1 0.8 88 69.8

4 3.2 14 119 1 0.8 107 84.9

7 5.6 14 119 1 0.8 104 82.5

When investigating the group of knowledge-intense@mpanies, the analysis of
statistical data on the most importamtisiness actors they cooperatgth during their
innovative activities and the geographic scopehefrtpartnerships form an important part of

the analysis (Table 6.).
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The question arises: do these actors, which appetorm a homogenous group, they
cooperate with come from the region, the countrfran abroad? Partnerships can be formed
with direct suppliers, clients, customers, compsdit consultants, research institutes,
universities or other higher education institutiopsiblic institutes or even with regional
development agencies, which can be in the samerragiwhich the business is located, in
other part of the country and abroad.

The results clearly show that partnerships arellysoat formed within the South Great
Plain Region, rather outside it, countrywide (Feg@). Knowledge-intensive businesses which
are most active in innovation typically work togatlwith clients, customers, suppliers and with

competitors, mostly SMEs. The same actors domintmational partnerships as well.

Figure 3Partnerships of innovative companies

Suppliers e | 46,0
Clients, customers ‘ ‘ 51.2
Competitors (SMEs) ‘ 344

Competitors (Large companies) 3 234 H Region

Consultantsm labg, R&D instutes - 21,3 i Country

Higher education institutions 2 W Abroad
Govermentand public rezearch institutes
Innovationand technology centers, agencies

30,0 40,0 50,0 600

Source:author's own construction

The majority of knowledge-intensive companies db cumperate with higher education
institutions. Partnerships with government or puibéisearch institutes are the least important,
with innovation and technology centers and regialeslelopment agencies are also irrelevant,
72,4% of companies does not have any co-operatitm eonsultants, commercial labs or
private R&D institutes.

We were also curious whether there was anythirmgnstrainthe companies during their
innovative activitiesand if yes, to what extent (Table 6). Certaintdex did not constrain
innovative activities at all, while others forme@jor obstacles. Companies provided evaluation
on a five-grade scale. We analyzed the means andast deviations along several factors. The
most important constraints to introducing innovatiovere the ones due to economic

development(mean=3.34), to lack of finances (med#&83and to high costs of innovation
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(mean=3.07). Innovative companies also ranked tlsssignificant constraints: they were
mentioned by 32.0%, 24.6% and 20.6% of the companie

Markets dominated by established businesses amgtaimcdemand form a less significant
constraint. The least constraining factors are dhes related to technology and technical

infrastructure. Based on the Friedman-test we odeclthat the importance of individual

constraints differs throughout the sample, butdttierences are not always significant.

Table 6Constraints and their extent in innovative adtgit

Factors Impr(::ince Mean g;i?;?gg
Constraints due to recent economic developmergsréression) 8.53 3.34 1.53
Availability or lack of finance 8.04 3.08 151
Direct innovation costs too high 8.00 3.07 1.45
Market dominated by established businesses 6.89 0 216 1.38
Uncertain demand for innovative goods and services 6.88 2.55 1.38
Lack of qualified personnel 6.29 2.40 1.46
EU. public or other government regulations 6.28 52.4 1.45
;)F:g?;\ig?g?gi ;Lg)idities (internal resistance.dadministrative and 5 80 211 139
Lack of financial. technical support of the localvgrnment 5.52 2.10 1.57
Lack of information on markets 5.40 2.01 1.28
Lack of (technical) infrastructure 5.37 2.00 1.10
Lack of information on technology 5.00 1.82 1.09

Source:author's own construction

Finally, it is important to look at innovative agties from the aspect of the form and
source ofinformation necessary for introducing innovatioampanies receive. This aspect is
also interesting because the knowledge-intensiwgpeaies in our survey are located in a less
developed region. In the questionnaire we listatbua sources of information, and companies
decided how important each source was for thenivergrade scale (Table 7).

The most important sources of information for atiég related to innovation are clients
and customers. On the one hand, 50.0% of the caegpavaluated these factors as very
important, and, on the other hand, companies fétnenntost homogenous opinion along this
factor (knowing that standard deviation from the ameis 1.11). Suppliers, informal
relationships as well as colleagues and factofsinvihe company are equally important. Based

on the Friedman-test we conclude that the evaluatiandividual sources differs.
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Table 7Importance and source of information needed foowation

EFactors Importance Mean Standgrd
rank deviation
Clients or customers 10.16 4.13 1.11
Suppliers of equipment. materials. services omsuft 9.13 3.82 1.30
Informal relations (family. friends. former collazes etc.) 9.01 3.80 1.24
Colleagues. documents etc. within your busineshtarprise group 8.73 3.77 1.29
Competitors or other business in the industry 7.66| 3.30 1.29
Conferences. trade fairs. exhibitions 7.02 3.14 1.38
Scientific journals and trade/technical publicasion 6.93 3.06 1.32
Technical. industry or service standards 6.42 2.90 1.34
Professional and industry associations 6.00 2.69 1.39
Consultants. commercial banks 5.54 2.54 1.32
Universities or other higher education institutions 5.54 2.60 1.46
Regional development agencies 4.63 2.17 1.92
Government or public research institutes 4.22 2.06 1.30

Source:author's own construction

Innovative knowledge-intensive companies find ttfe least immportant sources of
information are research institutes, but regionaletbpment agencies also qualified as
unimportant sources. Data obviously show that tla@senot very good sources of information
as 48.8% and 46.0% of the respondents marked teénoaimportant at all”. Universities and
higher education institutions are “not importantalit for 36.6% of the companies, however
they are “important” and “very important” sources$ information for 16.3% and 13.8%
respectively.

In addition we were investigating in the clusteriefjort of the knowledge-intensive
enterprises. As a result, we see that only 9.3knoWledge-intensive enterprises have become

part of a cluster, and out of these 37 enterpris@syere innovative.

5. Conclusion

Recent study attempted to reveal that the litegatur innovation systems highlights that
there are relation and interdependency betweeditfeeent approaches of innovation systems.
However there were less mentioned about the ral&@iween knowledge-intensive sectors as
certain types of sectoral innovation systems agnal innovation systems in less developed
regions. This study could not go into details innmection with the characteristics of
knowledge-intensive industries, but it is providadthe secondary literature. What we tried to
demonstrate is the characteristics of less developgions by pooling several concept of

underdeveloped regions. Evidence on innovative kedge-intensive industries in the Great
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Plain Region revealed some aspects, which appe&atkd definition of less developed regions
too. We definitely can see the dominancy of miand amall enterprises in the region, which
take low clustering efforts. Enterprises - probabdgause they are located in a less developed
regions - have their relevant relations ratheridatthe region. The most important partners and
information sources are the customers, suppliets ampetitors, which results were also
reflected by previous research based on CIS. Simgly innovative firms have less connection
with universities, research institutions or agen@een they are knowledge-intensive. However
it can be described by the dominancy of knowleddenrisive service providers in the sample.
Clearly can be seen that innovative firms haveat® fconstraining factors. These are not the
lack of information, technology or infrastructubeit the lack of finance, the high costs and the
economic recession. The study showed preliminasyltreof the survey, further analyses is

required to reveal the connection between the facto
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16. Path-dependency, Externalities and Related Vaety in Regional
Innovation Systems

Zoltan Elekes

Evolutionary economics has become one of the muhtiential theories on the processes of
technological change in the past few decades. ésted in the spatial aspects of said change, the
newly forming approach of evolutionary economicgyaphy explicitly relies on path-dependency. In
this paper | focus on path-dependency and its kajoms, such as positive feedback-loops and
irreversible processes are at the heart of a dymaggionomic structure and the evolutionary nature of
technological change.

This papet argues that the path-dependency of a regional eeynis linked to the newer
evolutionary approach of related variety. It attasfp connect the evolutionary process of genegatin
variety with the existing technological regime afegional economy. This approach may serve useful
insights for policymakers, when facing the inedfaa locked-in regional economy, especially in the
cases of post-socialist economies of Central arstdfa European countries.

We conclude that path-dependency is crucial foricgolaking in a regional economy.
Respecting the historic embeddedness of a localomey can help policy achieve its goal. Proximity,
agglomeration economies and variety have path-dégmnaspects. Related and unrelated variety
affects the intensity of knowledge spillovers odngrin and between sectors, as well as the overall
resilience of the regions’ economy.

Keywords: path-dependency, externality, relatedetgy evolutionary economics

1. Introduction

In the realm of physics, time is perceived as ohseweral dimensions of space-time.
The laws of physics, like the equations of Newtamaechanics, explain the interactions and
movements in said space-time. One particularlyrésténg property of such laws, including
those of classical mechanics, is that they are-tiymemetric. There is no constraint in their
theoretical construct, banning them from being i&gdpl“backwards” in time. The
developments of thermodynamics in the™2@entury, most notably the second law of
thermodynamics, introduced such constraints. testéhat theentropyof an isolated system

can never decrease. In essence, this means thgidioeived order” of a system decreases

! Present paper is supported by the European Umidrca-funded by the European Social Fund. Projtet t
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over time, and this change cannot be reversed. Sémond Law thus represent time-
asymmetry and irreversibility in theoretical physicln economics, the mainstream
neoclassical theory has similar time-symmetric abi@ristics and a disregard for time as a
“real” factor. Evolutionary economics on the otheand recognizes the importance of
irreversibility, and has a time-asymmetric approach

In recent years of economic theory, evolutionamgneenics has become one of the most
influential concepts of innovation, following theovk of Richard R. Nelson and Sydney G.
Winter. Evolutionary economic geographiyterested in the spatial aspects of technolbgica
change, explicitly builds on the idea of path-dejmrty, the main focus of present paper. In
the theory of processes of innovation and regi@sahomics, much like the Second Law in
physics, path-dependency has an important rolendernstanding self-reinforcing processes
and irreversibility. Through these, history anddiinecome “real” and important factors of
economic and technological change.

In this paper | am looking to answer the quesidrat are the implications of path-
dependent technological change based on agglonoeraconomies and related variety to
policymaking?In the first part of my paper | highlight key astse of the theory of path-
dependency from the point of view of evolutionacpeomic geography. In the second part |
link the notion of path-dependency to the somewleat idea of related variety, within the
theoretical context of externalities. Finally, Itime suggestions for policymakers, especially
in Central and Eastern European countries, basetthemelation between externalities and

path-dependency.

2. Path-dependency

The newly forming theoretical approach of evoludipn economic geography (EEG)
analyzes the spatial properties of innovation auhrological change. It consists of three
distinct, yet interlinked concepts. First, the theof complex adaptive systemasgues that
economic systems are by their nature in a far-feguiibrium state, and their emergent
properties cannot be derived from the individuamponents of the system in question.
Second, the concept generalized darwinisnfiocuses on organizational routines, somewhat
stable behavioral patterns of firms. These routiaes the basis of variety, selection,
adaptation and the evolutionary analogy itselia@slied in evolutionary economics (Lengyel
— Bajmdcy 2013). In this section | focus on thedhmain interest of EEG, the notion of path-

dependency.
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According to evolutionary economics, a theory isnsidered evolutionary if it
incorporates random elements (variation) and meshenensuring systematic selection. In
addition, such theories contain forces grantingioaity to successful variations. Finally, the
aim of an evolutionary theory is to explain thettwigally embedded change of a variable or
variable group. A theory like this is not complgtestochastic, yet not completely
deterministic either (Bajmocy 2007, Hideg 2001)isTlast part is exceptionally important for
us now for two reasons. First, it offers a diffdrapproach of innovation processes than
mainstream neoclassical economics. One, that doesamsider the future of an economic
system fully explainable by the complete knowledfall economic forces in effect — much
like Newtonian mechanics does in physics. Secdraghlights the importance of history in
understanding technological and economic change.

Acknowledging the importance of historic embeddadnes linked to a number of
methodological and epistemological consideratidirst, it accepts realism as a valuable trait
of a theory (Orsenigo 2007). In essence, a “histoendly” theory refers to the specific
historical context, when applying general evoluéiognconcepts (Dopfer 2011). Second, it is a
step towards methodological holism instead of rédosm. Third, it relies widely on
inductive logic, in connection with the extensiveeuof case studies when formulating
theories. Fourth, the processes that generateeamidnce change in some directions but not
others become important topic of research.

Thorstein Veblen’s cumulative causality and Carlnigler’'s thoughts on the formation
of institutions can be considered conceptual prestmrs ofpath-dependencyln recent
economic theory, Paul David and Brian Arthur introed the concept through analyzing the
economic history of technological change and sahforcing processes. There is no
consensus among economic geographers regardirextéet to which path-dependency can
be utilized in economic reasoning. Some considené& of many factors in generating the
economic landscape, while others see it as a fomat in explaining differences of economic
performance and spatial distribution (Martin — Sy2010, Lengyel — Bajmédcy 2013).

According to Glasmeier (2000, p. 269-27W3$ually lying behind the notion of path-
dependence is a series of factors that togetherwgdtb a directional bias”He also claims
that using the term without linking these factarsthie specific historic background renders
path-dependencyuni-dimensional” and empty. We argue that this approach is quite
compatible with the epistemological standpoint lm&tory-friendly” evolutionary economics,

and as such can be a useful working definitiorhia paper for path-dependence. In addition,
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filling the general term with context-specific peypes can be translated intuitively to
policymaking.

Several theoretical notions have characteristioat tink them to path-dependency.
Cumulative causation, self-reinforcing processes @ositive feedback-loops are at the heart
of strengthening the aforementioned “directionalshi Recursive interactions of economic
agents ensure this self-reinforcement. Numerous cstsidies track the diffusion of
technologies, occasionally resulting in monopoliessuch cases, increasing returns appear
for those using the dominant technology, contramticthe mainstream “law” of diminishing
returns (Bajmocy 2007, Lagerholm — Malmberg 20080d of course, externalities are
intricately connected to the occurrence and presvagath-dependency. The localized nature
of knowledge and learning as well as the existeoic&knowledge-externalities generate
regional lock-ins (Lengyel 2010). Facebook becamedargest social networking site through
“offering” the users network-externalities: the marere connected, the more valuable the
social networks of those connected have becomthelmext part of present paper, we will
follow up on externalities, most notably relatediety.

A relevant interpretation of path-dependency i¢ teisions in the past limit the range
of options in the present. In a sense, historyrnibadied in the present (Allen 2004, Martin —
Sunley 2010). Magnusson and Ottosson (2009) callthie “weak” interpretation of path-
dependence. The “strong” interpretation takes & step further, arguing that not exclusively
the range of choices is limited by preceding evdni$ also the search processes of cognition
and organizational routines. These restrictionsearch patterns enhance the “directional
bias” and are key aspects in lock-in situations.

The milestones of a path-dependent trajectory areemglly the pre-formation phase,
when several alternatives compete. It is followgdHe path creation phase, when one of the
alternatives emerges as dominant, gaining additimmenentum. Next is path lock-in phase,
in which the self-reinforcing processes signifitgmarrow down the range of possible
choices. Finally, in the path-dissolution phase, ([@conomic or technological) system breaks
out of lock-in (Martin — Sunley 2010). In light @conomic and research practice, the most
problematical part of this process is the last dhes absolutely pivotal to understand, how
can a regional economy break out of existing ssliforcing patterns, most considerably for
policymaking purposes.

The sequence of phases in this form may prove enaditic for “history-friendly”
application for a number of reasons. First, it @asdd on a clean slate. In reality, we seldom

find a region or technological field, where severaimpetitors appear “out of the blue”. In



236 Zoltan Elekes

addition, a regional lock-in might be an emergeahsequence of different industries in
different phases of path-dependence. Second, asnMaad Sunley (2010) pointed out, the
original explanations of path-dependent trajectrieely on some sort of equilibrium
reasoning, whether it be one equilibrium or a sepé “temporary equilibria”. However
equilibrium reasoning is not compatible with evauatary economics, where the economy is
in a far-from-equilibrium state by its nature. Hlgyathe impulse breaking the lock-in was
often considered an external shock, which is nees®arily the case in neo-schumpeterian
reasoning.

The concept of path-dependency may prove usefutxiplaining current states of
regional economies, spatial distribution of indiestror the formation of local hubs in the
global economy. Understanding the processes bgtatittdependence can lead to a better
grasp on the emergent phenomena of innovation pineo$fs. Its normative message is quite
relevant for policymakers often trying to break ofiregional lock-ins or national economic
structure. In part two we will examine the new cgpicof related variety as a form of
externality and a process of path-dependency. énldlst part we will elaborate on said

normative message, directing the main focus omptiieymaker.

3. Related variety

Variety is a central concept in evolutionary ecormmsn The process of generating
variety continuously reproduces economic structangl, is the main source a adaptability in a
regional economy. In this part, we explore thetretaof related and unrelated variety with
the ideas of proximity and agglomeration economlesy aspects of regional economic
activity and distribution. While doing this, we dmoking for connections with the processes
underlying path-dependency.

As mentioned above, externalities may be considenes that — with others — add up
to path-dependency. The effects of these extemmliare oftentimes enhanced by
geographical, cognitive or otherwise proximity,Bsschma (2005) argued. On the one hand,
proximity and embeddedness facilitates knowledgasfier and the emergence of variation.
On the other hand, a certain distance between ficars yield flexibility and creative
solutions. In this sense, too much proximity resutick-ins, while too little generates
coordination issues and isolation of a firms creaprocesses (Figure 1). We would like to
accentuate that the self-reinforcing aspects ofi-dapendent processes can be applied for

proximity. The more firms are in close proximityogmitive or otherwise), the more a new



Path-dependency, Externalities and Related VaiteBegional Innovation Systems 237

firm can benefit from moving closer. Regional camcations of economic activities or

technological regimes create this effect and agated by it.

Figure 1Relationship between the degree of embeddednedbaimhovative performance

of a firm

"""""" Neo-classical model

— = = Embeddedness model

Uzzi's model

Innovative
performance

v

Embeddedness
Source Boschma (2005, p. 67.)

Externalities in the wake of concentration callgglameration economies serve as an
incentive for firms clustering in regionisocalization economieare available for firms within
the same sector. In this case, sectoral knowlegijevers occur and they are the basis for
innovation processes&lrbanization economiearise from urban size and density, and affect
all firms regardless of sector (Lengyel — RechmitZ004, Heijman 2007).Jacobs
externalitiesarise from the presence of a variety of sectard,are available for the firms in
the region. Jacobs externalities are considered abnde sources of regional knowledge
spillovers (Frenken et al. 2007).

The connection of variety to agglomeration econam twofold in the relevant
literature. First, variety is a source of knowledgdlover in the region and is closely attached
to Jacobs externalities within sectors. This cacdesideredelated varietyfor these sectors.
Second, variety can be seen as a portfolio of sgcémd in this manner it is a source of a
regions stability in competitiveness (Frenken eR807). Thusunrelated varietyis linked to

the adaptive capacity of the regional economy. €amability has been interpreted recently as
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regional economicesilience a form of “flexible stability” of the regions' enomy (Toth
2012).

From an evolutionary perspective it is importantagk the questionzariety of what?
With related variety, we focus on the variatiorcofative ideas, individual and organizational
knowledge, and eventually innovation. This is cotifgh@ with the evolutionary economic
approach of Nelson and Winter (1982), where the¢ ofhvariation — thememe as called in
general evolutionary theory — is the organizatiomaitine. Unrelated variety is closer to a
population level emergent property. A wide arrayopulational subgroups grants protective
property against external shocks.

We can read the variety aspect together with pritxiemd agglomeration economies. If
related variety is present in a region with agglmatien economies, with several firms in
geographical and cognitive proximity that is, thWwledge spillovers of that region enhance
innovation processes. If unrelated variety is pnese the region, the cognitive proximity of
firms in different sectors is less important foe thystemic level resilience to arise (Asheim et
al. 2011). Finally, we can link variety and cogvetiproximity without the specific need for
geographical proximity. In this case we find way$ wunderstanding the unfolding
technological trajectories of industries. In thisnse, agglomeration economies have
significance, when the cognitive space of genegatielated variety is overlapping the
geographical space of the regional economy (Taple 1

Also the aforementioned relation between embeddedaed innovative performance
may be present in the context of technology: rdlatariety serves as a source of additional

bifurcations on a trajectory, while the lack thdrgeelds a lock-in and need for path

dissolution.
Table 1Agglomeration economies, proximity and variety
Agglomeration - . Path-
99 . Proximity Variety Effect
economies dependency
localization . reinforcin
. relatedness | knowledge spillovers . g
economies eographical without variet within the sectors existing
(MAR externalities) 9 g_ p y pathways
proximity; ——
. - . widening
. relational proximity .| knowledge spillovers L
Jacobs externalities related variety existing
between the sectorg
pathways
urbanization geographical : . - facilitating path-
. . unrelated variety regional resilience . .
economies proximity dissolution
branching of preventing
relational proximity | related variety technological technological
trajectories lock-in

Source author’s own construction
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What is the relation between path-dependency aladeck variety? From a regional
economic point of view, the answer is twofold. Eitee presence of related variety generates
positive feedback loops through knowledge spillevdor the related and supporting
industries, reinforcing the existing “directionalay’. Second, the presence of unrelated
variety means a wide portfolio of unrelated indiestrfor the region, thus generating the
aforementioned “flexible stability” and a wider ggnof branching points for the economic
and technological trajectories. However, this fasts a possible relation between the
“relatedness of variety” and the strength of patpahdency resulting in lock-in. The more
related variety can be found in a region, the georthe knowledge spillovers might be,
leading to increased innovation potential and eocoogrowth. On the other hand, this same
region might become increasingly vulnerable to mwkshocks affecting its industries, and
also this region is prone to be locked-in. Natyrathis quasi-trade-offrequires further
investigation.

In this part we explored the relationships betwagglomeration economies, proximity
and related variety. We found that the variety ioh§ and sectors in a region affects its
innovativeness through knowledge spillovers, arsb alffects it resilience against external
shocks. These spillovers occur in the form of aggation economies, and are closely linked
to geographical and cognitive proximity. The latties further connection with related variety
in a sense that technological trajectories havétiaddl branching points in the form of said
variety. All together, these phenomena work as tyitg processes of path-dependency. In
the next part we explore possible applications athfependency and related variety for

policymakers.

4. Consequences for policymaking

So far we briefly investigated path-dependencypmanfof “directional bias” and a
combination of underlying processes, self-reinfogan nature. We have also seen the role of
variety in generating knowledge spillovers in regiband technological context, working as
one of said underlying processes. In the followpragagraphs, we turn our attentions to the
normative aspect of path-dependency, and articidaggestions for policymakers on the
basis of path-dependence and related variety.

In the literature of regional innovation systemssitvidely accepted, that every region
has unique aspects that rule out the use of unifamavation policies (Todtling — Trippl

2005, Vas — Bajmécy 2012). In the context of pregaper it is important to reiterate this
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principle, because it is based on “history-frieridgyolutionary economics. When making

regional innovation policy, it is paramount to cmies the institutional and economic history
of the region, imprinted in the present. Adaptintgrnational best practices to local specifics
and needs seems to be the way to go, “one sizet'cedsinly does not “fit all”.

Another aspect of a policy embedded in the histdrg locality is that it offers learning
opportunities for the policymaker. Routines devebbmver time, cumulated in institutions
may lead to more effective policies. Also the psscef formulating policies benefits greatly
from the involvement and participation of histoligao-evolved institutions and entities of a
local community (Bajmocy 2011). In this conceptlippis learning based, and trial-error is
inherent part of the learning process. From thimtpof view the role of a policymaker is
quite different from the usual. A “professional” lpgmakers distinctive ability is to
coordinate between the participants, not “lead’hth@articipation can help the legitimate
formulation of policies, giving room for the leangi of policymakers.

Irreversible processes in the wake of path-depasel@rcrease the responsibility of a
policy decision. An intervention in the presenewocably changes the range of future options
as well. This effect is most tangible in environtarand ecological issues, but it is also
strongly linked to technological trajectories. Teology evaluations including potential
stakeholders may alleviate some negative effectdeofinology spreading through self-
reinforcing, path-dependent processes.

With a region on a path-dependent economic or tolgical trajectory, the range of
options is limited by previous choices. Path-degeicg is only considered an issue, when
negative effects of these self-reinforcing processetweigh the positive ones (intensive
innovation, knowledge spillover, etc.). If the mylifocus is inside the trajectory, it faces less
uncertainty in exchange for a decreased mobilitye-aforementioned range of options. If the
focus is outside the trajectory, a wider range obgible policies exist, however the
uncertainty surrounding these policies is much tgreéBajmécy 2007). The notion of the
window of locational opportunity points out, thatithv radical innovations, there is no
previous history narrowing down the range of lomadil options. However, as spatial positive
feedback loops arise, this window of potential tass closes (Bajmoécy 2013).

In any case, the policymaker may not only face ‘theak” interpretation of path-
dependency, but also the “strong” one. In this neanpolicy have “directional bias” from the
existing structure and trajectory of the regionabremy, as well as from historically
developed search routines, that narrow down theaieable range of perception and solution

of development issues.
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This leads us to the next consequence. The polikgma oftentimes part of the very
socio-economic system it attempts to change. THeagrforcing processes and feedbacks
affect the policymaker and the policy alike. Throubese feedbacks, the initial policy might
have a delayed or altered effect. In the theorebeakground of path-dependency we saw
that the focal point of a path-dissolution phasansxternal shock. The systemic approach of
a regional innovation policy advocates considethmgy systemic innovation performance of a
region (Edquist 2002). In such a complex systenicp@an be seen as some sort of internal
shock — or small historic event in evolutionarymer In practice it is often the aim and desire
of policymaking to become the origin of path-disgmn. However if a regional economy can
be resilient towards an external shock, it may dsoresilient towards an internal one,
precisely because of the processes underlyinggeibndency.

Regional policymaking strategies involving variehay focus on reinforcing related
variety through attracting additional firms intoetlexisting sectors of regional industries. It
may also focus on attracting related and supporntidgstries to generate further opportunities
for knowledge spillover. These goals may be aclieNveough facilitating the interactions
between firms and sectors by increasing cognitireximity when possible. On the other
hand, focusing on unrelated variety may contriliot¢he resilience of a regional economy
and the flexibility its industrial portfolio (Tabl2). In any case, the economic structure and
new variety generated by those within the structowually affect one another (Lambooy —
Boschma 2001).

Table 2Summary of aspects and policy implications of gdgpendency and variety

Aspect Policy implication

Historical embeddedness. “History friendly” andfeliéntiated regional policy.

Learning manifested in routines and institutions. eatning policymaking and trial-error.

Irreversible processes. Technology evaluation.

Range of possibilities and uncertainty. May incesasdecrease simultaneously.

Directional bias in search routines. Bounded raiibyrin problem identification and
solution.

Part of the complex system. Altered effects of @olind resilience against
intervention.

Related variety. Reinforcement of knowledge spégi®svand
innovative potential.

Unrelated variety. Diversification of industrial gimlio and regional
resilience.

Source:author’s own construction
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Policymaking in path-dependent regional economassdpecial significance in Central
and Eastern European countries like Hungary. Theraezed creation of policies had
catastrophic results in transition economies. Imduy, the specialized industrial regions
suffered from the dissolution of CMEA, followed kye decline of rural regions, previously
specialized in agriculture. The local institutioasd firms were limited in their adaptive
capabilities by centralized policymaking, and saleegions proved to be inadequately
resilient to the external shock of entering thebglomarket (Lengyel — Bajmécy 2013,
Rechitzer 1997).

In this section we explored possible interpretatiari path-dependency and related
variety for regional policymaking. We found thattip@lependent processes are intimately
connected to the possible range of choices atipmsial of a policymaker. Different regional
histories, intra-sectoral knowledge externalitiewl aectoral portfolios are all part of the
systemic performance and possible future trajez$onf a regional economy. Respecting the
historic embeddedness of a local economy can haipypachieve its goal. Ignoring it may
lead to unsuccessful policies, as seen in the chstingary and other Central and Eastern
European countries.

5. Conclusion

We conclude by reiterating that path-dependencyeseras theoretical bases for
evolutionary economic geography. In this way it@nected to other aspects of the theory.
Paying attention to the “real” history of a regibeaonomy yields irreplaceable insights of
the processes underlying path-dependency. Proximgglomeration economies and variety
have path-dependent aspects. The concepts of dedated unrelated variety have exciting
possible applications in understanding the compusitf a regional economy. They are also
relevant in understanding why certain economies ragge resilient than others against
external shocks. This has increased significancenwregions compete globally. The
connections between these processes have relewmstages for policymakers intending to
intervene to a regional economic system. With pkgpendent processes at work, policy has
extra responsibilities when making choices thacifthe range of options in the future.
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