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Preface

Present volume has been prepared by the Instifuteconomics and Economic
Development on the occasion of thé" EHhniversary of the foundation of the Faculty
of Economics and Business Administration at Uniwgref Szeged. It provides a
review of the recent research fields of the Institu

The Institute of Economics and Economic Developmemnsists of two
divisions, the Division of Regional Economic Devmieent and the Division of
Economics. It coordinates the Management and Bssid@ministration BA, the
Regional and Environmental Economics MA courses ahd Enterprise
Development specialization in the old-system fieatraining.

In line with the teaching activity and the coordewh courses, the recent
research interest of the Institute embraced threain mfields: regional
competitiveness and economic development, the magiaspects of innovation
theory and policy and environmental sustainabilligese research fields serve as a
basis for the structure of present volume.

The first part of the volume is dealing with regadrcompetitiveness and
economic development and consists of five articlé®oretical, methodological and
policy issues are also embraced with a specialsfamu the present Hungarian
challenges. The second part puts innovation indo@ine five articles of this part
provide Hungarian empirical evidences about difier@aspects of innovation
systems. The four articles of the third part, whitecusing on sustainability,
inevitably touch upon social issues.

The three main research fields that are embracetheénvolume are not
independent, which is well indicated by the largenber of the co-authored papers.
Innovation and technological change is often carsid to be the basis of the long
term competitiveness. However innovations induceinge not solely in the
economic sphere but also in social and environm@ntgesses. On the other hand,
a region can hardly be considered competitive acessful, if it is burdened by
serious environmental problems, or its economicesses are environmentally or
socially unsustainable.

We are grateful to Dolores Hofman and Miklés Lulasvifor their selfless
contribution and the management of the Facultystgporting the realization of the
volume.

2009. Szeged, Hungary
Editors
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Bottom-up Regional Economic Development:
Competition, Competitiveness and Clusters

Imre Lengyel

In the economies developing and transforming asesult of globalisation processes,
increasing localisation represents one of the mostked processes: while the importance of
national economies (relatively) is decreasing, #ltenomic role of regions and cities seems
to grow. Global competition has intensified also Space, especially with the growing
importance of knowledge-based economy. Interrediamanpetition, which means the
competition of regions and cities for scarce resas; global aims and so on, is increasingly
prevalent. The economic characteristics of inteiwegl competition differ form those of the
competition of companies or on the labour markainsequently, the improvement of
competitiveness can be described differently ircthee of regions.

After reviewing the most important features of globompetition, the present paper
provides a detailed analysis of the concept andattaristics of interregional competition.
Departing from the criteria of interregional compn, it reviews the concept of regional
competitiveness and gives the pyramidal model sgnthe improvement of regional
competitiveness. Based on this model it also asglthe development ideas, so called ‘UFO
model’, aiming to improve the competitiveness gfaes with different development levels.

Keywords: interregional competition, regional coetiiveness, cluster-based regional
economic development

1. Introduction

Increasing regionalization represents one of thetrspectacular processes of the
economies that develop and transform as a resgtobalisation processes: while
the (relative) importance of national economieddsreasing, the economic role of
regions and cities seems to grow. Global compatitias intensified also in space,
especially with the growing importance of the knesde-based economy.
Interregional competition, which refers to the cetmpon of regions and cities for
scarce resources, global aims and so on, is irnghagrevalent. The modes of
improving regional competitiveness and the regioeagbnomic development
strategies are heavily dependent on the type djitlen regions.

Regional economic development strategies are esdfyeainportant for the
new member states of the EU, since between 20072848 they will receive
significant subsidies from the European Union’sioegl development funds to
improve the competitiveness of their lagging regiorhe analysis of this issue calls
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for clarifying various questions for the less deyad regions. What do we mean by
regional competitiveness and how can it be desdriaed measured? Do the
economic, social and institutional background amal ¢ultural characteristics of a
region influence regional economic developmenttatias? Which development
strategy can most significantly improve regionampetitiveness in the lagging
regions?

After reviewing the most important features of inégional competition, this
study provides a detailed analysis of the so-c&ll#eO model” serving as a cluster-
based improvement of regional competitiveness. I@n lasis of this model we
outline the regional economic development ideas irgmto improve the
competitiveness of regions with different developirevels. This model is suitable
for the systematization of both top down regionaligy and bottom-up regional
economic development ideas, consequently it was abplied for the planning of
the economic development strategies of the difteregion (nodal region) types of
the Southern Great Plain region in Hungary.

2. New economics of competition

Globalisation has radically transformed the criteaind characteristics of market
competition as well; the majority of new economiglifical answers and of the
strategic answers of companies to newly emergirgstipns generated by global
challenges depart from a novel understanding ofpatitiveness. As a result of
global competition, the formerly characteristicriterial processes of the economy
also changed; a ’'global economy’ is being shapeleres the former role of
territorial levels undergoes reinterpretati@icken appropriately calls this newly
emerging (world) economy 'new geo-economy’, which dharacterised by an
increasing, unprecedented and intense unificationgss of economic activities; the
world economy may be seen as a new organic unintefconnected elements
(Dicken 2003).

Intensifying competition, which characterizes thdobgl economy,
significantly shapes the theory and also the practof regional economic
development. This brings us to several fundameqattions. Is there interregional
competition, and if yes how can it be characteffzéde lagging regions able to
compete with developed ones, and what sort ofegiyashould they develop?

Market competition amongst companies can easilynterpreted, but it is
questionable whether the long existing rivalry oliatries and regions should be
considered competition or not. Two opposing viewstan this respect. According
to the first opinion, while in the case of companithe concept of market
competition is unambiguous, in the case of citiegions and countries it is
impossible to talk about real competition. In thbeo view competition among
regions and cities exists, but its features essgntliffer form those of the market



Bottom-up Regional Economic Development... 15

competition existing among companies. The basigtipasof the trends departing
from comparative advantagedemonstrates the first approach well, while the
schools acceptingompetitive advantagesupport the second one (Camagni 2002,
Neary 2003, Pike et al 2006b, Sheppard 2000, T2086).

Figure 1 Transitions in competition

Traditional New
Level Macroeconomic — Microeconomic
Restructuring Capacity for
Focus (Current productivity) - innovation
(Sustained productivity)
Adresses Economywide —> Clusters
sectors
Economic
and social Separated — Integrated
policy
. Cross-national
Geogra_phlcal National )
unit .
Regional/local
Sources of
company Internal —> External
success (local environment)

Source own construction on the basis of Porter (2001,1139-141.)

According to the theory ofcomparative advantagesif countries in
international trade specialize in producing the dgand products, in which their
relative labour productivity or their relative expliture cost is more favourable, that
leads to the development of an international divisdf labour, from which each
country benefits (Krugman 1994, Krugman—Obstfel@20This means that there is
no competition among countriesince free trade and the market automatisms
governed by the ’invisible hand’ generate a baldndevelopment and create a
favourable situation for each country that recogmigs comparative advantages.
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Therefore, it is useless to talk about competidamong countries and to talk about
competitiveness. Krugman’'s abovementioned thougins widely acknowledged
and it has become commonly accepted in regionansei thatthe rivalry of
countries and regions cannot be compared to congsaninarket competition
(Polenske 2004).

On the other hand, there is also relative consealsagt the idea that there is
not only rivalry among regions, but 'competitiokdi features have also emerged:
due to the effects of globalisation, the 'tradiabmrivalry among cities, regions and
countries has gained a new meaning by today (B&§9,12002; Camagni 2002;
Cheshire—Gordot998;Lever 1999; Malecki 2002, 2004).

The theory ofcompetitive advantage®flects to thenew conditions of the
global competition Michael Porter claims that today the theory ofmparative
advantages does not provide an acceptable exmlanatiout the international
division of labour (Porter 1990, 1998, pp. 322-324Porter's proposal to
development is theheory of competitive advantagewhich systematizes the
development phases of countries and the new elenwnthe international (and
regional) division of labour. The competitive adiage of a given country or region
depends on economic structure, the development ¢éthe institution system and
the quality of its operation, governmental econoputicies and ideas on regional
development.

The competitive strategies of globally competingnpanies and the regional
clusters exploit dynamic agglomeration economiefiriing thenew economics of
competition Michael Porter (2001, pp. 139-141.) highlights fsindamental factors
(Figure 1).

Formerly, the acting space of economic players #mel conditions of
competition were controlled mainly by macro-econonaispects like balanced
budget, foreign trade balance, economic policieid@ed on the basis of inflation
(monetary, fiscal, customs and industrial policiets). Today, however, economic
growth and the development of a given country arengrily defined by
microeconomic basegke the strategies of the dominant global comearand the
local business environment. Obviously, governmee@nomic policies remain
important but these have become highly similar iffecent countries (e.g. in the
EU’s member states) and their acting space haswead down due to the formation
of global capital markets and the predominanceraigsnational corporations. The
recognition of this has brought along a fundamecitiange in the economic policy
of developed countries: instead of traditional Btweent promotion, industrial
policy, infrastructural development, etc. that ulefhce productivity merely in the
short run, the main focus shifted to supporting foemation of a business
environment thatmproves innovation skills and capacivy helping the business
realisation of new ideas, the emergence of nevs lofdousiness and applying more
effective company strategies. The improvement otfipctivity in a region depends
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on what types of new goods are produced, whichmevket needs are satisfied and
not on the more effective production of old product

The new economic policy does not focus on econaseictors and large
companies, the ownership and market relations aftwi can hardly comprehend
and influence, but rather on improving the soufethe competitive advantages of
companies. These competitive advantages derive lynafrom company
collaborations and positive local externalitiesttRrermore, they are highly specific
depending on localness, which can be exploited flexdble way only byclusters,
networks and SMEsFormerly, improving economic conditions was altnos
exclusively the task of economic policy, while sdcpolicy mostly dealt with
'spending’ the budgetary earnings, and the ingtist their agents and ministries
representing the two policies were also distinoddy,economic and social policies
must work together, the two are closely intertwineherefore, need to set a shared
objective: to improve the welfare of the local plghn. It is impossible to design
separate economic and social policies becausesm @adiffering objectives these
weaken each other, which quickly leads to detelimmain the given country’s
position in global competition.

Nowadays, besides national economies (and partbtean of these),
supranational economies crossing national econon{eg. the EU) and
(subnational) regional economies have becalnminant territorial units Partly
related to this, the sources of the competitiveaathges of global companies are
mainly local and depend on the local environmeritictv means that the external
economies of scale (local externalities, agglonemaidvantages) and the overflow
of knowledge have become important. The recognitibatinnovation processes
basically have 'double ties’ partly depending oe thcal environment (the local
innovation climate) and on global networks (maiaiong knowledge creation city
regions), also seems more and more common (Var@@) 20

The above-mentioned thoughts related to the newanis of competition
cannot be regarded as fully mature, but shoulderabie interpreted as tentative
proposals or research concepts (hypotheses). Howes@ economic processes
more and more justify these observations and insa#at the traditional approach
to competition fails to describe reality. The sggonompetition generated by
globalisation processes and the changed economiane$tances force economic
players to come up with new answers.

According to Porter (1996), regions do not compeith one another like
national economies, which means that they do net werious governmental
(monetary, fiscal, customs, export promotion, faxestment and other) economic
policies, since they do not even have such polidieg their competition is not
similar to that of companies either, since themreasingle decision making centre in
the region that designs and executes a regionapetition strategy by focusing on
prifit maximizing. Regions and cities compete bgaiting abusiness environment
that fosters the productivity improvemegmd contributea to the success of the
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region’s firms: specialised institutes of educatieffective special infrastructure,
information services facilitating innovation, emese-friendly administration,
developing research and development institutes riedt the profile of clusters.
Networks consisting of the various local groupsafobers, institutes, universities
and so on) participate in creating the business@mwent.

3. Interregional competition

In connection with the territorial units we needdistinguish between competition
among countries and among the different (sub-naljaegions of a country. When
analysing regional competition and competitivendslecki (2002) underlines the
fact that the regions seem to separate from thienateconomy more and more:
today the development pace of the national econdepends on the economy of
regions and cities as successful 'regional motanst not vice versa. Companies can
choose from a great variety of locations, therefities compete in ’attracting’ the
scarcely available profitable companies: not omharicial benefits (tax discounts,
promotion, etc.) but mainly the favourable businesaditions (the quality of the
infrastructure, the flexibility and standard oftibges in education, transparent legal
regulations, etc.) are the decisive factor in tbhengetition. ,In short, competition
among cities is real and has become ‘fiercer” @&l 2002, p. 930.). Interregional
competition is a special type of competition thah de characterised with easily
producible parameters and regional competencieddBdirmis 2004).

In the competition among the different regions witla countryscarcity
derives from two interrelated factors: investmemgge in the new market segments
demanding special expertise and talented expere@i 2002, p. 930.). The
competition of regions is a skill ‘sticking’ or mtting investments and talented
labour force and the main goal is “to sustain tlairactiveness to both labour and
capital” (Markusen 1999, p. 98). Not only the attien of capital and creative
employess from outside the region is necessarythieuattraction of tourists as well,
and the local entrepreneurial skills also needwdtition. The results of interregional
competition are similar to those of the competitiamong countries: in the
successfully competing regions thewelfare (livingnslard) improves, employment
and incomes (wages) are high, new investments ghlae, talented young people
and successful businessmen move there, etc. (M&@0K, Polenske 2004).

Based on the abovementioned features thdinition of interregional
competitionmay be conceptualized as the following (Cheshid832 Cheshire—
Gordon 1998, Gordon—Cheshire 2001, Lengyel 20@8ajocess that occurs among
territorial units aiming to increase the welfare thfe people living in the cities or
regions by promoting the development of regionaldd docal economy, a
development that certain groups try to influenceliekly or often implicitly
through local policies by competing and rivalizwgh other territorial units.
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The definition of interregional competition desetb above is relatively
general and can be interpreted for a wide rangéwitorial units. Taking into
account also the practical characteristics of ietgonal competition, the following
factors are important in interpreting the defimiticeengyel 2003a):

1. The aim of interregional competition is to improve the veed of the
population living in the region, what calls for tpermanent increase of the
income produced there. This income is distributed wide range of the local
population especially through a high rate of emplemnt.

2. The playersof interregional competition are the territoriadits: regions and
cities, the interests of which are representetbbsl groupsoften competing
with one another. Besides the local governmenty cuncil and its
institutions, the representatives of floeal economic scenandcivil sphere
are also involved jointly constituting a so-callesjional network. The (city
or county) local government’s coordinatingole is indispensable in this
network.

3. We can only talk about interregional competitiondase of abottom-up
regional and local economic development, when dlallplayers design and
implement their competition strategy independently.

4. The main instrument of interregional competitiontlie development and
implementation of local economic development idedscilitating the
economic development. The creation of a businegsagrment that generates
an improvement in the income generating capacitheflocal economy is
obviously essential. The city or region’s vision fafure together with the
ideas that lead to it must be made public so thadrprises and households
can make their decisions (of implicit effect) wétvareness.

5. Interregional competition is process which means that it has a dynamic
approach and needs adaptation to constant chaflge®fore, it is necessary
to rephrase actual goals regularly and shift faoasng local groups based on
which of them can best achieve the realizatiorne$é goals.

6. Interregional competition occurs primarily among tterritorial units of the
same hierarchical levgNUTS-system) and in the same competitive phase, s
among cities or regions of similar development leared size. Therefore, an
industrial region, for instance, is not a direcinpetitor of an agrarian region
or a city region operating as a logistics-financiahtre. Indirect competition
among regions at different development levels atsmmurs but only
temporarily, for the duration of certain projects.

7. Interregional competitiodoes not zero-sum gamehich means that winners
do not necessarily gain advantages to the disaaganof losers; instead,
economic development is possible in each regiorcityr simultaneously.
Consequently, besides competition, conscious catipar and harmonized
development strategies (e.g. an airport in caselafger scale infrastructural
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investment) may prove beneficial, especially amaegyhbouring territorial
units.

8. Beyond a conscious development strategy, intemadjicompetition may also
be influenced bymplicit (indirect) developments not included in community
programmes and unforeseeable synergic effectsciefipehe consequences
of the decisions made by enterprises and households

It is essential that interregional competition rhostcursbased on economic
aspectsand the major goal of the players participatingthe competition is to
generate a long-term and stable increase in tlemiamf the region or city, that is,
successful economic development. A region or cigsdnot participate in this
competition as a whole, but is divided warious interest groupsften with
conflicting interests.

The results of interregional competitiorare similar to those of the
competition among countries: in the region sucedigstompeting welfare (living
standard) improves, employment and incomes (wageshigh, new investments
take place, talented young people and successfihdgsmen move there, etc.
(Camagni 2002, Malecki 2004). Naturally, in theslesiccessful regions just the
opposite occurs: welfare (living standard) deteties or stagnates, incomes fail to
increase, there is a reduction in the number ofkwalaces, no new investments
occur, unemployment increases, talented young peampd successful businessmen
leave, the population grows older, etc. Howeventr@oy to company competition
the results of interregional competition becomeaagept slowly, usually after long
decades, especially owing to the low mobility ofiseholds.

Summarizing the competition among regions: it osauith economic goals
to achieve the constant improvement of welfarernjstandard). In this competition
regions compete by creating a business environmgoctlable and attractive for
companies, by attracting or keeping successfulremses and talented labour force.
Each region must develop ttom-upcompetition strategythey must design a
vision of future, concept and programmes and aehigie public awareness this
way orienting the local population, the inhabitaatsl enterprises excluded from
active regional networks (Rechnitzer 1998). Regioas only be successful by
actively implementing a bottom-up development sggtthat departs from a widely
accepted vision of future and harmonizing projabit have different economic
development effects with the help of dynamic reglaretworks.

4. UFO model: cluster-based regional economic development
Successfulness in competition, or in other woodsnpetitivenestas been one of

the key concepts often used and quasi 'fashionablehany areas of economics
over the past two or three decades partly due & abumination of global
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competition. It is a fashionable term the use ofcwlseems nowadays to be nearly
obligatory. In lain Begg's apt formulation: “impred competitiveness, as we all
know, is the path to economic nirvana” (Begg 1999,95.).

The objective of regional and local economic depalent is the
improvement of the standard of living and qualitylife of the region’s inhabitants.
Hence economic development and competitivenessstaoagly connected, only
those kinds of programmes belong into the competeaficeconomic development
which improves regional competitiveness.

Two major issues emerged in the debates aimindhatinterpretation of
competitiveness: on one handpw to define regional competitiveness and what
indicators should be used to measure @n the other handow can regional
competitiveness be improvyeghich governmental and local interventions may be
regarded as successful? These two questions udigalty the background of other
professional debates too; while representativescatlemic economics concentrate
on the first one, experts of regional policy teaddcus on the second one.

There were a number of attempts to define the riwmof competitiveness
according to new global competition conditions e tmid 1990s. Thetandard
notion of competitiveness the Sixth Regional Periodic Report of EEIC 1999):
‘The ability of companies, industries, regions, araiand supra-national regions to
generate, while being exposed to international aitipn, relatively high income
and employment levelsin other words ’high and rising standards ofifig and
high rates of employment on a sustainable ba@< 2001) In the European
Competitiveness RepdEC 2008, p. 15.)Competitiveness is understood to mean
a sustained rise in the standards of living of davaor region and as low a level of
involuntary unemployment, as possible.” In the m@d Regional Competitiveness
Indicators of UK(DTI 2002): ‘Regional competitiveness describes the ability of
regions to generate income and maintain employrnesets in the face of domestic
and international competition’.

Hence thesubstance of regional competitivenetsge economic growth in the
region, which growth is generated by bothigh level of labour productivitgnd a
high level of employmenin other words, competitiveness meagsnomic growth
driven by high productivity and a high employmexter

The notion of competitiveness obtained in this wagnot be used, however,
to identify factors responsible for regional coniipetness or areas which are to be
strengthened or developed by regional developmelties and programmes for
improved competitiveness. Since the notion of cditipeness can be seen as
refining that of economic growth, it can often bbserved that proposals for
improved competitiveness combine traditional meahseconomic development
with methods based on endogenous development.

The pyramidal model of regional competitiveneseeks to provide a
systematic account of these means and to desdréédsic aspects of improved
competitiveness (Figure 2). ‘This model is usetuirtfform the development of the
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determinants of economic viability and self-contagmt for geographical
economies’ (Pike et al 2006a, p. 26.). ‘This isaggregate notion, ..., in a regional
context, labour productivity is the outcome of aiety of determinants (including
the sort of regional assets alluded to above). Mainthese regional factors and
assets also determine a region’s overall employnmame. Together, labour
productivity and employment rate are measures aitwihight be called ‘revealed
competitiveness’, and both are central componeritsa oregion’s economic
performance and its prosperity (as measured, sayGGDP per capita), though
obviously of themselves they say little about thederlying regional attributes
(sources of competitiveness) on which they dep@@dtdiner et al 2004, p. 1049.).

Figure 2.The pyramidal model of regional competitiveness

Target Quality of life
Standard of living

Regional performance
Gross Regional Produc

‘ Labour productivity ‘4—-{ Employment rate ‘

EAT IS P QY W SN

Basic Categories

Institutions and
social capital

Small and
medium-sized
enterprises

Foreign direct
investment

Research and
technological

Infrastructure an|
development

human capital

Development factor

Economic Innovative activit Regional Skills of
SUCCQSS structure Y accessibility work force
determinants
Social structure Decision centres Environment Regional identity

Source Lengyel (2000, 2004)

The standard of living, prosperity of any region peleds on its
competitiveness (Begg 2002). Factors influencingjoreal competitiveness can be
divided into two groups dlirect andindirect components. Of particular importance
are programming factors with a direct and shomatarfluence on economic output,
profitability, labour productivity and employmenates (Huggins 2003, Lengyel
2004). But social, economic, environmental anduraltprocesses and parameters,
the so-called ‘success determinants’, with an éujr long-term impact on
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competitiveness are also to be taken into accouinygdi 1996,
Jensen-Butler 1999).

The elements of regional competitiveness are sydieeu by the pyramidal
model, which reduces the components of economieldpment to connected
factors (Enyedi 2009, Pike et al 2006b). Can coripemhess be improved by
developing the same factors in all kinds of regioMghat determines the success a
regional development strategy?

The vitality of regional development strategy iregion is depend on regional
innovative capacity. ‘This capacity is not simphetrealized level of innovation but
also reflects the fundamental conditions, investsyesnd policy choices that create
the environment for innovation in a particular lbea” (Porter—Stern 2001, p. 5.).
The regional innovative capacity depends on thresad elements: common
innovation infrastructure, cluster-specific conalits, and quality of linkages
(Figure 3). Porter has argued that traded regioluakers are capable of improving
competitiveness and therefore proposed a clustsebaapproach to regional
economic development (Porter 2003b).

Figure 3 Elements of regional innovation capacity

Common Innovatign Cluster-Specific
Infrastructure Conditions

‘

‘ Quality of |
/ Linkages |

Source Porter-Stern (2001, p. 5.)

In line with the structure of the pyramidal modeldaelement of regional
innovative capacity, we distinguish between fouvele of bottom-up regional
economic development programmes aiming to impra@gional competitiveness
(Figure 4): success factors, common innovation backgrouridster specific
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conditions, and linkages. While on the basis of gmgamidal model the

competitiveness can be measured and the influerfactgrs can by systematized,
cluster-based development enhances the basic iegdust the regions, an by doing
so it reinforces specialization necessary for meetihe challenge of global
competition.

On the basis olUFO model (UnconventionalFramework of Operational
programming) we outline the regional economic depelent ideas aiming to
improve the competitiveness of regions with différdevelopment types. The UFO
model suitable for the systematization of both wagl planning and cluster-based
regional economic development ideas, consequenttari be also applied for the
planning of the economic development strategiethefdifferent subregion (nodal
region) types.

Figure 4.UFO-model: the structure of bottom-up regionalrexuic development
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Four levels of UFO model can be distinguished wéthard to the objectives
of regional development strategies and the variobaracteristics and factors
influencing regional competitiveness (Figure 4):
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Success determinantsn the basis of the pyramidal models, the recdorent
of certain absent or weak background conditionsegion’s economy, which
are the bottlenecks of regional development. Réggrdhese actions
interregional competition does not emerge, funddaalgoublic utilities and
amenities must be guaranteed in the least develoggidns as well. Thus
within the meaning of cohesion all the regions maestsupported that are in
need.

Common innovation backgroundsuch programmes aiming at the
improvement of regional competitiveness, systeradtian the basis of the
development factors of the UFO model, that furtherreinforcement of most
of the industries’ and enterprises’ competitive aateges in the regions. The
regional development strategy of the common inrnowmdtackground depends
on the development/competitive type of the regisae( next shapter). In
connection with the improvement of the common iratmn background
interregional competition can be observed amongstmdar regions. This is
why the regional organization of bottom-up econontievelopment is
important, in order to support solely those regiggragrammes and projects
that are able to improve regional competitivenBssost.

Cluster specific conditionsin more regions it is possible that innovative
clusters will emerge. In other regions the emergeofc manufacturing and
tourism clusters can be expected. Clusters geneeayeintense interregional
competition. To develop similar industries are ewdeired also in other
regions of the country, therefore only those regi@tonomic development
strategies will be able to succeed that are baserkgional consensus and
unity and that aim to improve the competitive adages on the given
industry’s enterprises.

Linkages it is essential that there should be interdepecelebetween
programmes aiming to improve the common innovati@tkground and
clusters, because only this approach can restitieidevelopment of regional
competitiveness.

The UFO model can successfully be applied as a dsiragion shame in

purpose of systematizing development programmesegfons for improving
regional competitiveness. Because of the interrefioompetition, however, in the
nodal regions cluster-based programmes must alsdelbeloped and constantly
managed with the involvement of the concerned prisas.

5. Competitiveregional development

Different 'market places’ also occur in the gloleaimpetition of countries, regions
and cities.Todtling and Trippl(2005, p. 1209.) describe three types of regions b
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problem areas and regional innovation deficiencigseripheral region
(organisational thinness), old industrial regionkcK-in), and fragmented
metropolitan regions. In 2003 one of the researdjepts of the EU analysed the
factors influencing regional competitiveness andvhdominant the elements
determining competitiveness are in different regtgpes in order to create the
foundation of regional policy between 2007 and 20D8ring the research four
'theoretical’ region-types were distinguished basedtwo dimensions, density of
population and the growth rate of GDP (Martin eR@D3 p. 6-23.): non-productive
regions, regions as production sites, regions ascee of increasing returns, and
regions as hubs of knowledge.

Based on the characteristics obmpetitive advantagesPorter (2003b)
distinguishes three stages in the countries’ deweémt built upon one another. On
the basis of the amount of specific GDP and thepatition strategies of global
industry branches these are (Figure 5): factoredrivinvestment-driven and
innovation-driven phases. The three phases of ctitmpedevelopment designed for
countries can also be applied in the case of reg{tengyel 2003a). And these
types are very useful to underlie the bottom-upareg development strategies of
the regions.

Figure 5 Stages of competitive development of countrigsdies

‘ [\ .
Factor-driven | p Investment-driven

(input cost) \ ) (efficiency)
/!

3 \ / 3 P ¥ 3 :
Low-income N Medium-income N High-income J
“_countries/regions _~~ - countries/regions " "~ countries/regions
\\'«r., ST =4 e S i

(unique value) /

e

Source own construction on the basis of Porter (2003b.26-28.)

The division of labour among the subnational regioha country is different
from that of different countries. A region cann@avdlop own economic policies;
instead, its economy specializes as a consequdnoarket processes and central
governmental development decisions. Nowadakapwledge-based economy
strongly shapes the specialization patterns of anttg’'s regions with different
development levels, and also changing the formaratheristics of interregional
competition (Grosz et al 2005, Lengyel-Leyesdoffi@). Consequently, the three
phases of competitive development should be spédifased on the processes of the
knowledge-based economy by using the specialisatiotie postfordist economy
(Cooke 2001, Lengyel 2003a).

Based on the differences among regions it is pabferto differentiate where
knowledge is created and where it is only adapfesh€im 2001, Bajmocy 2006,
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Lengyel B. 2005). In the case of competitive regiodevelopment only in the
innovation-driven phase can it be stated definitélgt competitive advantages
derive from knowledge creation, while in the invesnht- and factor-driven phases
they originate from the mere adaptation of knowéedbess developed, lagging
regions are in an exposed situation, certain featwf the knowledge-based
economy are present, ngofordist characteristicare decisive (Lengyel 2003a).

In harmony with the phases of competitive develapntbree types of
postfordist regions must be distinguished (Asheim 2001, Lengyel 2003a,
Martin et al 2003):

- Neofordist region factor-driven phase (regions with low income angut
cost), regions as production sites,

- Knowledge transfer regionnvestment-driven phase (regions with medium
income and efficiency), regions as sources of airg) returns, and

- Knowledge creation regioninnovation-driven phase (regions with high
income and unique value), regions as hubs of kriyee

Neofordist and knowledge transfer regions diffenir knowledge creation
regions not only in terms of the sources of contipetiadvantages, but also because
they are economically exposed and fragile, firsalbfin the transition economies
(Enyedi 1996, Papanek et al 2008, Rechnitzer 200%).decision centres of global
companies hardy occur in less developed regionthespdemand knowledge less;
rather the executive type activities of global camps are present here. Besides
assembly plants, units of global companies selirgucts and performing service
activities on the local market, local branchesni&inational banks and insurance
companies, and sometimes subsidiaries engagingriarmesearch activities also
operate here. Naturally, most regions are 'mixdait while neofordist and
knowledge transfer activities and companies alsistex knowledge creation
regions, the number of firms based on knowledgeatine is close to zero in
neofordist regions (Lengyel 2003b).

In the course of the debate on interregional coitipet it is increasingly
acknowledged, that regions with similar state ofed@oment compete with each
other, while amongst the different types of regitimse is rather rivalry (Camagni
2002, Malecki 2004, Polenske 2004, Hall 2001). Cetitipn is especially intense
among metropolises, but within the EU or a counltmre also exist interregional
competition amongst nodal regions with similaresiaitdevelopment.

Concerning the three region types reviewed aboifégereint development
strategies must be applied, which means thatimprovement of competitiveness
demands different measures based on the diffeypaistof regionsThese steps
correspond to the phases of competitive regionatldpment and at the same time
indicate that competitiveness can be improved omith the help of complex
programmes. The UFO model systematizes those ecordewelopment priorities
that adjust to the real social-economic situatiod #ne achievable (realistic) aims of
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the different region types. The improvement of oegl competitiveness depends on
the consistent realisation of these developmeategjies.

6. Bottop-up economic development with different types of regions

In the course of describing the features of intgaeal competition we emphasised
that those regions compete with one another that Bamilar economic structure
and are at the same level of development. At timeestime, it is not enough to
measure the competitiveness of regions, but we rmdsal to outline what can be
done to improve competitiveness. Furthermore, aiapeersion of the UFO model
can be designed, the elements of which are budhupe real opportunities of the
given region type and may contribute to improvitg tcompetitiveness of the
region. The elements of the common innovation bemkgyd (basic factors of
pyramidal model) are different in each sub-type.

The neofordist regioris underdeveloped, it corresponds to a semi-penph
the generated income (GDP/habitant) is low, andett@nomy is typically in the
factor-driven phase. The development of infrastmecis insufficient, the education
level of the labour force is low, the members ofmpany management are not
competitive internationally and part of the qualifilabour force and talented young
people leave the region (Lengyel 2002). The magal docuses on developing the
technical infrastructure (transportation networkemgetics, etc.) and attracting the
sites of global companies with prepared industiahs, low local taxes, low wages,
etc.

Local companies do not neeelsearch & developmeim neofordist regions,
but as already mentioned, all of them purchaserdéehnologies from abroad
(Figure 6). Therefore, these companies do not HR&BD units and they are not
closely linked to development institutions eith8mce there are no local company
assignments, local university research and theectliboratories and equipment
must be financed from governmental funds. In swedions support should target
basic research, especially at local universities] aertain outstanding research
laboratories to solve minor applied R&D tasks.

Regarding the elements wffrastructure and human capitas development
factors, such regions should concentrate on dewvgjdpe transportation networks
that are usually less established and of low guaMainly motorways, airports,
railroad systems, ports, logistic centres mustreated that are essential for making
the divisions of global companies targeting cosvamthges settle. It is also
advisable to design industrial areas (industriatkgla containing concentrated
infrastructure, partly owing to environmental reasoVocational training cannot be
transformed based on special company needs, tharrdite quality of task-oriented
schemes offering wide basic training in existingfitutes must be improved.
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Figure 6 Bottom-up economic development of neofordistoagi
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In the case ofnvestments coming from outside the regitre divisions of
companies must be attracted that are able to genexgional multiplicator effects
by establishing a new activity. In the region thdsgsions and activities can work
as the starting points of a structural change, Wwiiiee local economic sphere is
unable to achieve by itself. The embedment of dlaompanies’ divisions, the
development of local business and personal rekationst be encouraged with the
help of various events, forums to enable informmafiow that can also be followed
by business transactions later on.

In neofordist regions very fewmall and medium-sized enterprises (SMES)
are present in the traded sector, neither the essirenvironment, nor the
preparation level of these companies is enouglglfaval competition. SMEs have
insufficient international knowledge; thereforeg titvide dissemination of modern
entrepreneureal skills and enterprise culture semtsal for their development. This
should be understood adearning processSMEs can learn not only at courses but
also from one another and from global companies @we of the most important
objectives is for SMEs to become the business earmn contracted supplier of
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settled global company units, because this way tiaywin a stable market and
gain modern knowledge and business experience.

In a neofordist region thénstitutions and social capitahre not market-
friendly enough. Public administration organisaiomust be made to have
‘enterprise-friendly’ customer services. As foritiag programmes available in
higher education institutions, the technical, bas# economic training necessary
for the successful operation of enterprises iseeithissing or is of poor quality, so
support must be lent to launch, strengthen ancelisste these programmes, so
that modern business training can become part efcthrriculum in each higher
education scheme.

Knowledge transfer regionsare usually medium developed, the most
important goal of economic development lies in canhg the structural change by
keeping existing companies and creating work plagie higher added value.
These regions are in the investment-driven phasg, have traded large companies
with local headquarters, which already have a nétwal local SMEs as their
contractors. Transportation infrastructure is deped; therefore, thenprovement
of the local business environmesin focus. The education level of the laboucér
and the training structure already correspond éortkeds of the economic sphere,
retraining programmes and courses to improve maizhgskills are frequent
(Lengyel 2009).

In knowledge transfer regions the need fesearch & developmertas
already emerged, local traded companies also cdeatopment units assigning an
increasing number of applied research part-taskiedal development companies
and research institutes (Figure 7). In the courfseamnomic development, the
harmonised research and development activity ofpeones and institutes must be
encouraged. In order to assist smaller companiesegttablishment of agencies,
institutes and other bodies dealing with technolggsfer must be facilitated.

Infrastructure and human capitalare relatively developed and the
transportation network has been established. Supmast focus on the institutions
and agencies of the business infrastructural backgt (training institutions,
consulting companies, etc.) that satisfy actual mamy expectations. In harmony
with the emerging R&D needs, institutions contribgtto the improvement of
innovation capacity (innovation centres, incubgtorsnust be created
(Bajmocy et al 2007). Strengthening local stratégitustry sectors can define their
needs precisely concerning the qualification of Ii®ur force, so special training
programmes related to these must be developed.

Among theinvestments coming from outsikleowledge transfer regions, only
those need promotion, whose activities are in hagnwaith the developing regional
strategic industry sectors already present. Theedmint of companies with bases
outside the region must be encouraged by increabimgircle of SMEs acting as
local contractors. This way more and more elemehtie global companies’ value
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chain can be present in the region, what not otilgutates the economic growth,
but also helps to improve employment.

Figure 7.Bottom-up economic development of knowledge transfgion
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In knowledge transfer regions more and mereall and medium-sized
enterprises (SMEs) operate in the traded sector, and are prdpéor global
competition. In order to strengthen these SMEsdthalopment of their horizontal
networks, clusters must be helped. The formatiostaft-up companies related to
the activities of developing strategic industry teex must also be encouraged
mainly with business incubator programmes.

In these regions the role afstitutions and social capitals increasingly
important. Fast and reliable public services asemsal for the successful global
competition of developing strategic industry sestand strengthening SME
networks. Therefore, it is necessary to decengralisiministration, since only
regional and local governments present in the regan take measures effectively
and flexibly. Local higher education must be eneged of design training modules
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corresponding to the labour force needs of stresmgtiy local strategic sectors this
way ensuring the prepared labour force supply éonganies.

In knowledge creation regiorsconomic output is high, these regions are in
the innovation-driven phase and the regional cerdfesignificant global companies
are situated here. Administration is decentralisad,cluster-based economic
development is set as an objective partly due te th improve the business
environment necessary to strenghten the competitdeantages of global
companies with local headquarters. Developing tlaek@round of innovation
capacities is in focus, scientific parks, univeesit incubator programmes, venture
capital and other schemes have an important role.

Figure 8 Bottom-up economic development of knowledge coveatgion
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In knowledge creation regiongsearch & developmens of high quality,
governmental and business R&D performs harmoniesdarch based on the needs
of clusters (Figure 8). The innovation environmenteveloped, the institutional
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system and the local society equally place emplasisupporting collaboration in
the frameworks of research programmes (Torok 20@6éga 2009).

Infrastructure and human capitatqually follow innovation expectations.
Transportation and business infrastructures areeldped, the most important
objective lies in improving the scientific infragbture: to establish scientific parks
and communications networks. In the traded seabeational training, especially
retraining must shift from task-oriented to becgmeblem-oriented, since more and
more innovative experts are needed who are abheate individual decisions and
perform work independently.

Among investments coming from outdide region the most important effort
targets attracting the decision centres of intésnat and governmental
organisations and global companies. The settlenoénsupporting and related
industries must be encouraged in order to strengldieisters. To improve
employment, support must be lent to cooperationorgmSMEs and global
companies with local headquarters.

The rate osmall and medium-sized enterprisdgraded nature is high, their
competitive advantages must be strenghtened bytirgealusters. The growing
number of innovative SMEs demand various formsesfture capital, therefore, it is
important to encourage the creation of such sesvigpin-off companies departing
from universities and employing creative graduaig @octoral (Ph.D.) students and
young lecturers must be assisted with differentili@tor programmes.

The institutions and social capitakqually support cluster-based economic
development. Higher education satisfies the nedd®aal strategic sectors and
clusters striving to launch training and researcbhgmmmes of high scientific
quality. Regional networks operate effectively aratjional identity is strong.
Mechanisms have been developed to handle conflinerging in the collaboration
of the various organisations of the decentralisddhinistration and the private
sector, the local economic governments and nontgnafanisations.

Concerning the three region types reviewed abovierent economic
development programmes must be applied, which mtaatthe improvement of
competitiveness demands different strategies basete different types of regions
(Table 1). These steps correspond to the phassmngietitive regional development
and at the same time indicate that competitivesagssbe improved only with the
help of complex bottom-up programmes. The UFO syatises those economic
development priorities that adjust to the real aleeconomic situation and the
achievable aims of the different types. The improgst of regional competitiveness
depends on the consistent realisation of thesd@mwent programmes.

Every contry is heterogeneous, since it consistsubhational regions with
significantly different state of development. Due the strong interregional
competition, bottom-up strategies must be develdpeall regions. These should
refer to reinforcement of clusters beside the commaovation background. This is
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the only way that provides an opportunity for thmprovement of regional
competitiveness.

Table 1.Elements of common innovation background of tlstintit types of regions

Research and Infra- Direct Small and Institutions
technological structure investment medium- and social
development  and human outside sized capital
capital from enterprises
region
Harmonised Science parks Attracting Clusters Collaboration
busw;)esg and Communi- decision Venture agwo_ng _
E%Ln[-) usiness cation centres capital a ?Els'gratlon
K nowledge networks Hub-and- Business and businesses
creation Integrated R&D Problem- spoke district incubators ﬁluste(;—onepted
Innovative oriented Local for spin-off igh education
milieu trainings, supporting Regional
retrainings and related identity
industries
Applied R&D Innovation Supported Horizontal Decentralized
Coordinated pentges, investments  networks administration
R&D incubators Satellite- Business High education
Knowledge Technology Business Marshallian  services for by local business
transfer transfer infrastructure :jqdu§tr|al start-up Non-profit
Task-oriented  district Trainings for  organizations
vocational Local value  managers
trainings chain
Non-business  Industrial Location of  Networks of  Enterprise-
and parks companies suppliers friendly
%%ngmemal Transportation Satellite Financial administration
Neofor dist networks platform promotion Business and
Separated R&D \/,tional district Entrepreneuri tce(jchnlqal higher
Laboratories,  training Local al skills education
equipments business Ability for local
relations cooperation

Source:Lengyel (2003a)

7. Summary

This study reviewed the most important questiontated to interregional

competition and regional competitiveness. Globttisa processes, their
interregional characteristics and global compatitiead to the development of a
'new economic space’. With the emergence of thewkedge-based economy the
international division of labour also transformsdatine role of regions in the
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postfordist economy must be reconsidered. Threac baegion types can be
distinguished that participate differently in thternational division of labour. The
acceleration of global competition has resultethaincrease of competition among
regions, or more precisely, nodal sub-regions.

Due to the special characteristics of global coitipai the concept of
regional competitiveness must also be defined. &hsrabundant literature on
competitiveness with certain well-known approachas, of which especially the
concept of standard competitiveness common in theogean Union seems
adequate in case of the regions not only for sifiemtnalyses but also for regional
economic political applications. The concept oindrd competitiveness is partly
linked to the thought of economic growth; therefatealso leans on theoretical
economics, although it also has strong regionatipal and economic development
aspects that brings it close to the questions sifiegs sciences as well.

For the interpretation of regional competitiven@spyramidal model was
established that offers a complex frame for the smesment and improvement of
competitiveness. It does not only make a proposaicerning the indicators
applicable for measuring competitiveness, but aBgstematises economic
development ideas depending on the types of regidhe logic of bottom-up
regional economic development is demonstrated &yJHO model, which connects
the approach of competitiveness and the practiceludter development in the
different types of regions.
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Measuring Regional Disparities on
Competitiveness Basis

Miklés Lukovics

Several economic theories and empirical analyse® lieeen put forth about the nature and
principles of regional disparities. Analysts oftapply GDP per capita, as a quasi absolute
indicator to explore regional disparities, albeipatial processes have become more and
more complicated and complex in the globalized eoon Parallel to the catching-up
process of the countries at the national levelrehis another spectacular process at the
regional and local level: regional disparities aveédening because the growth of the most
developed sub-regions is increasing while the fagsured sub-regions are lagging behind.
Consequently, regional analyses must devote inorgadtention to studying sub-regions.

The present paper is aiming to develop a complethadeon analyzing regional
disparities, based on the notion of regional coritjpeness and its closed logical system,
correctly chosen theoretical model (the pyramidalded of regional competitiveness) and
statistical data. To carry out the analysis, | usemeans cluster analysis, and its output.
This is the first time ever that this has beerduse this purpose.

Keywords: regional disparities, Williamson-hypadfse regional competitiveness

1. Introduction

Economic, social and territorial cohesion are iasiegly important segments of the
European Union’s regional policy, deriving from tlmstory of the European
integration: The Community shall have as its task [...] to prontbteughout the
Community a harmonious, balanced and sustainableldpment of economic
activities” (EC 1997, Article 2). According to the Treaty ashon, the Union shall
promote economic, sociahnd territorial cohesion, instead of the former
terminology: economic and social cohesion (EC 2007)

At the time of the signing of the Treaty of Rom&%T), there had not been a
declared common regional policy, the treatmentgfanal inequalities started at the
national level in the 1960s (Rechnitzer 1998). frhdti-step enlargement process of
the European Union, and particularly the joiningtleé Mediterranean countries
resulted in deepening spatial inequalities in theopean Economic Area.

This, together with the effect of globalization, ielinincreased the importance
of locations, made the community-level regulatidrntie problem inevitable. The
article 130 of the 1987 Single European Act deecldfe main objectives of the
common regional policy, out of which the aim eéducing disparities between the
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various regions and the backwardness of the lemasitfred regions excels
(EC 1987). After forming the central fund system Stfuctural Fundsto treat
regional disparities on the basis of uniform pruhes at the end of 1980s, the Treaty
of Maastricht unfolded the concept of cohesion:necoic convergence and social
cohesion (EC 1992).

The Treaty of Amsterdam devotes a distinct title/[[Y) to economic and
social cohesion:ifi particular, the Community shall aim at reducikgsparities
between the levels of development of the variog®me and the backwardness of
the least favoured regions or islands, includingatiareas (EC 1997, Article 158).
The European Spatial Development Perspective apgdram 1999 mentions
economic and social cohesion as one of its thrae algectives (EC 1999).

The forth cohesion report is already talking abbetonomic, social and
territorial cohesiori (EC 2006), and by doing so it highlights an imjaoit problem.
Namely after the 2004 enlargement serious teraitadisparities characterize the
whole European Union regarding both output, pragitgtand employment.

It is also an essential mega-trend that nowadagsidbtal level is sensibly
gaining importance as a territorial level that lesugore-competences, where the
long-term competitive advantages of firms are catre¢ed, and where local actors
are able to give effect to their economic developimeonceptions. The primary
analytical unit of economic advantages is therettwe local unit where one can
change their workplace without changing their dalmif_engyel 2003).

In the present paper, by responding to the aboweatiomed challenges, we
attempt to introduce such an analytical method thaable to detect territorial
disparitiesof the local level in their complexity, using a tnuhdicator based
approach Before this we gain insight into the backgroufthe conventionasingle
indicator-basedanalyses. But first of all we review thelevant economic theories
that are needed to understand the nature and coateyeitorial disparities.

2. The nature of territorial disparities’ evolution

Despite the fact that the multi-step enlargementhef European Union has drawn
attention to regional policy’s need for concentrgtsignificant resources to reduce
territorial disparities, we must consider the ecuito regularity well-known as
Williamson-hypothesis, which says thtrritorial disparities will grow until a
certain state of developmefftigure 1). According to Williamson’s concept thes
put forth in 1965 economic growth first inducesioegl divergence and in the later
phases convergence (Kiss—Németh 2006, Davies—tH200R, Szorfi 2006, Nemes
Nagy 2005).

! The common denomination of the European SociablFtire European Agricultural Guidance and
Guarantee Fund, Guidance Section, the European mgidevelopment Fund and the Financial
Instrument for Fisheries Guidance.
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Figure 1.Williamson curve
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Source Davies—Hallett 2002, Nemes Nagy 2005

In connection with the Williamson-hypothesis we musote that its
consequences are inconsistent with the conceptbreertain theoretical schools,
moreover the convergent phase of the Williamsornvewan beinterpreted in
different wayswithin the conceptual background of the distinatlies of theorizing.
Zsolt Fenyvari and Miklos Lukovics (2008) reviewed eight thetical schools in
order to examine — among others — the occurrenteratorial convergence within
the given theoretical interpretatidri§enysvari—Lukovics 2008):

1. In the classical economic theorthe efficiency advantages of the regions
deriving from the comparative specialization wileatually contribute to the
reduction of territorial disparities in a way thatadvantageous for all the
participating regions.

2. In the neoclassical economic theorgiue to the presumption of the absolute
mobility of the factors of production (including ctenology), all the
inequalities in the model — embracing any kind ef@lopmental disparities
between regions — decease in the long run.

3. In the Keynesian economidbie reduction of regional disparities can not be
interpreted as the result of spontaneous marketepees. The desirable
processes are much more linked to the result @hiceintended institutional
interventions.

4. Endogenous growth theorgterprets the productivity growth as an outcome
of the spatial diffusion of knowledge and techngloghich does not infer
any automatism for the reduction of territorial gnelities. However the
regional (economic) policy aiming at the deliberatevelopment of the

2 Similarly, the research of Méalovics and Van (2088xmined the connection between the concept of
competitiveness and sustainability from the viewpof some highlighted economic theories.
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endogenous factors (technology, knowledge andrntegnal resources of the
region) can become efficient means of reducingoreaidisparities.

5. New trade theorgtates that the spatial variation of productivigrides from
the varying levels of regional specialization, aggération and cluster
formation. The spatial equilibrium shaped by cqmttal and centrifugal
forces is Pareto-efficient, therefore there existmarket automatisms that
would induce spatial disparities.

6. In the new institutional economicslue to the constant change deriving from
the dynamic interaction of the narrowly meant ecoito processes and
institutional conditions, the deepening or the atabun of territorial disparities
can be well interpreted within the frame of the mlod

7. The Porteriarcorporate strategy economicsiginates the regional disparities
from the basic industries and clusters of the megiince it focuses on the
“microeconomic foundations” (the resource munifioerof the region gains
highlight as well), the reduction of territorialsgiarities characteristically does
not occur through market automatisms.

8. In anevolutionary economigiew the change in the intensity and extent of a
region’s innovative activities can significantlyagle the regional disparities
(Bajmocy 2008). Such changes may occur as a rekglontaneous market
processes. Therefore in the evolutionary thinkimg teduction of territorial
inequalities through the market automatisms caimteepreted.

Numerous successful attempts have been carriedfayuthe empirical
verification of the Williamson-hypothesis (Kiss—Néth 2006, Davies—Hallett 2002,
Szorfi 2006, Nemes Nagy 2005). Several authors gethdo confirm on large
samples and long-run time series that from theialnistate of relative-
underdevelopment regional disparities increaseafavhile, and when reaching a
certain state of development the divergent protgss into a convergent one.

At this point we necessarily come to the questitat is to say what is that
certain ‘state of developménwhere the divergence turns into convergence® It i
equally important to establish whether in the reddy underdeveloped regionkis
point exists at aJl or in the divergent phase the development pateti these
regions decreases to such an extent which makiedates close-up impossible.

This threat is much realistic, because the moreldeed areas have increased
ability to become an integral part of the globabeamy, foreign direct investments
also flow first into these regions (Enyedi 2000, E@)4). This results in the real
danger of the widening of the regional inequaligpg‘in Hungary territorial
disparities significantly deepened in the early 09%fter the changing of the
political systerh (Rechnitzer 2000, p. 13.). This process has mutedsed by the
early 2000s.
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3. Single-variable analysis of the evolution of terribrial disparities

One of the most widely used (one might say conweat) method for examining
the evolution of territorial disparities is the &msis of thetemporal and spatial
change of per capita GDPSala-i-Martin 1996). According to the method vanga
picture about the evolution of territorial dispa® by analyzing the dynamics of
standard deviation values computed from the natogarithm of per capita GDP
data measured in PRSompared to the Hungarian counties’ and regiamstages.
If the computed standard deviation values rise ygayear, it indicates that the
values deviate from their average in a growing @xtinerefore the disparities of the
observation units’ per capita GDP data (measurdtPi8) rise year by year.

Considering the Hungarian NUTS-2 level regions, M3 level counties and
LAU-1 subregions as observation units, the growthecaritorial disparities can be
detected according to the results of a standardhiilew analysis of the per capita
GDP, measured in PPS on time series from 1996 @6.2During the analysed time
period the curves of both counties’ and regionsindard deviation values are
positive gradient, thus the observation units’est#ftdevelopment measured in GDP
are shifting away from each other, in other wolds/show divergenc@-igure 2).

The execution of the standard deviation analysisfdJ-1 sub-regions brings
us to similar consequences. We must add howeveexinemely important notice:
instead of the indicator used in case of countres r2gions (GDP), we have to
apply a similar-in-content indicator, the grossueabddeti (GVA), because GDP
data are not available for aggregation-levels lowl#n counties (NUTS-3).
Similarly to the standard deviation of countiesdaregions’ GDP, the standard
deviation of sub-regions’ GVA data can be charamter by a positive gradient
curve in the 1996-2005 interval. This underlies ghewth of territorial disparities
in the sub-region level as well

This statement is true both when the populationuges all the 168 sub-
regions, and when the analysis is carried out withoutBoeapest sub-region. We
certainly receive significantly higher standard idéen values for the population
that includes Budapest compared to the case wheramye out the analysis without
the sub-region of the capital. This also underpireswell-known fact that Budapest
and its agglomeration, which excel in the Hungagpatial system and grow faster
than the country averagsignificantly contribute to the widening of Hungami
territorial disparities

3 The guiding methodology of GDP computations is EI85. The per capita GDP expressed in PPS
(Purchasing Power Standard) is the value computedhe basis of purchasing power parities,
expressed in Euro (Eurostat 2004).

4 The gross value added produced by the economts aniding taxes on products and subsidies,
subtracting the charge of financial intermediatienults the value of gross value added computed on
market prices, the indicator of gross domestic pooGDP).

5 At the time of this paper's submission the da& ot yet available for the 174 new sub-regions
defined by Act CVII of 2007.
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Figure 2. Change in the regional disparities of the Hungarégions, counties, sub-
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The standard deviation values computed both frayioral and county GDP,
and sub-regional GVA provide the possibility ofadhting trend-curves, in other
word to demonstrate regularities in the evolutidndata points. On the basis of
R square as a control indicator it can be declératithelogarithmic trendfits well
in all the four cases on the empirical data. lirgsltes in all the four cases teé
side of an U-shape curvéFigure 3). By comparing these results and the
Williamson-curve on the basis of the per capita G@#a we can state, that
Hungarian territorial processes are in the divergdmase yet, in all the examined
levels of aggregatidn

6 A convenient situation would be resulted if thatistical toolbar, by using trend-extrapolation,swa
able to define the point where the Hungarian tenigt processes turn from the divergent to the
convergent phase in the certain levels of aggregatiowever trend forecast would be misleading in
this case, since the logarithmic trend curve fittedthe past empirical data approximates to a zero-
gradient linear curve when fitted on future poifwheret—oo).



Measuring Regional Disparities on Competitiveneasi8 7

Figure 3.Logarithmic trend of the change of the Hungariagiaeal disparities
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In the foregoing thexaminations of territorial disparities were restied to
the analysis of a single indicator, the GDP peritagor in sub-regional level the
GVA). We are convinced that spatial processesnareh more complethan they
could be described by one highlighted indicatore Tiend in the literature of spatial
analyses apparently shows titas insufficient to use single-variable approastte
measure the territorial procesdnstead, the application of complex indicator-
systems is required to reach sophisticated comglas{Lengyel-Lukovics 2006,
Lukovics 2007, Lukovics 2008).

4. Methodological background of territorial disparitie s’ multivariable
analysis

In the following we demonstrate an approach folyamag territorial disparities that
is much more complex than the pure examination ef papita GDP data.
The method applies a complex indicator-system widgchased on the concept of
competitiveness. In order to assure the greatestifple accuracy of the analysis, the
criterion of choosing an indicator into the basidicator-system of the analysis can
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not be based on the subjective considerations efathmalyst. It is required to
endeavour to minimize the analysts’ subjectivity.

Miklos Lukovics and Péter Kovacs (2008) developedanethodology for
implementing regional competitiveness analysesclvig based on a closed logical
system and where the mathematical-statistical rackgl ensures the minimizing
of analyst’s subjectivity. The closed logical systef the applied method is assured
by the fact that indicator selection is coordindbgda model unfolding the standard
definition of competitiveness, the pyramid-model.

The data set serving as the foundation of the aisaly designed on the basis
of the standard definition of competitiveness, #r@pyramid model unfolding it. It
is important, that the final database — that seagethe basis of multivariable data
analysis methods -emerges as a result of a multiple-stagerocess
(Kovacs—Lukovics 2006). The first step defines thasic datathat can be
considered in the case of surveying competitivenaghe sub-regional level. These
data can be defined on the basis of a deeper @asimh of competitiveness as a
concept and economic considerations, taking intcoaat the most important
experience of the reviewed international and nafiamalyses. The fact that certain
data are absolutely unavailable on the sub-regitaval limits the inclusion of a
great number of data as actual basic data; therefctual basic datare made up of
the basic data available on the sub-regional leVélese basic data may be
considered as raw data, from whipbtential indicatorscan be produced with the
help of simple mathematical operations. Selectiogmial indicators with the help
of principal component analysis leads to #wtual, relevant indicatorshat finally
serve as the basis of the analysis. The databashe® its final form after the
standardizingandweightingof the relevant indicators (Figure 4).

Similarly to the variable-selection method we ugmthcipal component
analysisto make arobjective weighting systerhe determination of the weights is
based on the following train of thought. If we stithée the standardized variables
with principal components, the principal componeaefresent the model in reduced
dimensions. As an output of the principal comporaralysis we receive the values
of the communalities. Since the communalities aractirally coefficients of
multiple determinations in a linear regression nhoddere the dependent variable
is the given variable, and the independents ar@itineipal components, the square
roots of those are coefficients of multiple cortielas. In general the coefficient of
multiple correlation quantify the correlation betmethe effective (empirical) and
the estimated values of the dependent variables Tlalso quantifies the correlation
between the dependent variable and the set of amdlgmt variable€specially the
coefficient of the multiple correlation means tharrelation between the given
standardized variable and the set of principal comgnts, which represent the
pyramid model. Thus, the coefficients represent tberelation between the
variables and the model, namely the weight of drables.
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Figure 4.Creating the database of the analysis
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After successfully accomplishing selection and ity we receive a
database in a structure that is in line with theapyd model unfolding the standard
definition of competitiveness, and that consists/8fselected (therefore relevant
regarding competitiveness), standardized, and wailghariables. As an empirical
application of the developed method, we carriedtbatcomplex grouping of the
168 Hungarian sub-region on the basis of their eagimipeness. This also provided
an opportunity for the multi-variable analysis efritorial disparities.

5. Multi-variable analysis of territorial disparities

The model is expected to ensemmparability in timewhich means thdieyond the
relative competitiveness of the different sub-ragjdts changes and through this
the change of the regional disparities can alsekaminedy introducing the latest
statistical data to the database consisting o$élhected system of indicators.

| intend to draw conclusions about the evolutiortesfitorial disparities by
examining the changes within the complex competitess classification of
Hungarian sub-regions between two dates: 1998 &0d.2 use the well-known
method of cluster-analysis, which, to the best gfknowledge, has not been used
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for this purpose before. The closed logical methledcribable by the objective
selection and weighting process of indicators basedthe pyramid model of
competitiveness also offers a chartoecomplete an annual assessment of the
changes in the relative competitive position of ganman local administrative units
and the changes of the regional disparities.

In our analysis, we compared the types of competigss of the different
sub-regions in 1998 and in 2004. We studied whieh tae sub-regions whose
competitiveness changed so much in the examinedyeens that their position
assumed in clustering was also modified. Lookinghatperiod between 1998 and
2004, onlyten sub-regions were fouwdhose ranking in clusters based on complex
competitiveness changed by 2004 compared to is istd 998.

Certain peculiarities must be emphasized thoughjctwhsignificantly
influenced my endeavour:

1. Similarly to territorial GDP data, sub-regional G\Wata are available also
with a two-year delay. At the time of implementitifte analysis — in the
middle of 2007 — the most up to date territorial AS¥ata were from 2004.
Therefore all the other data included to the datebafer to 2004 as well.

2. The Government decree 244/2003 defined 168 subasgin Hungary
contrary to the earlier 150, which existed in 199&is hindered the
comparison of data in the level of sub-regions, bwtaggregating the
municipality-level data we managed to create dka f@r the previous years
that are suitable for the new structure.

3. Since the database contains numerous specificatws; it is very important
that population data has significantly changed fa988 to 1999. The reason
for this is the recount of the previous estimafediard counted) data.

4. The Hungarian Central Statistical Office’'s (HCS®@yistration of enterprises
by staff categories significantly changed betwe@®8land 2000.

5. The calculation of unemployment rate has been imbay with the ILO
recommendation only since 1998. The HCSO previopsbyided the data of
the Employment Offices (referring to registeredmpoyed).

6. Certain indicators (the number of ISDN main linsgnplified corporate
taxes) are not available for 1998. In these casesllded data from the
closest possible year to 1998.

7. Data of the 2004 model deriving from the 2001 papah census are
displaced by data from the 1990 population censtise 1998 model.

In order to draw conclusions with reference to #welution of territorial
disparities on the basis of change in the complampetitiveness classification of
Hungarian sub-regions between 1998 and 2004, f¥irst must carry out the

7 The Act CVII of 2007, which defined 174 sub-regipi@s not been passes at the time of the
examination.
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classification separately for the two years. | agrthe 168 Hungarian sub-regions
for both 1998 and 2004 into three clusters by appglyK-means cluster
methodology based on 78 selected and weightedatat&in line with the Pyramid-
model. For both 1998 and 2004 data less than ZX@times were sufficient to
develop a steady structure, hence the clusteradiffih of the territorial units based
on their competitiveness is considered to be ungunabis.

Although the number of objects belonging to eaclstelrs are the same for
the two examined year, the distance of clustems feach-other and the membership
of the cluster show difference to a certain extent.

If we analyse the evolution of the Euclidean dis&aaf the cluster centres for
the given years, we receive a new approach of ttemimation of territorial
disparities (Table 1). Whether the distance oftelusentres rise from one point in
time to the other, the relative competitivenesshef region-types move away from
each-other. This is equivalent with the statemieat territorial disparities increased
between the examined points of time, and vice versa

Table 1.Euclidean distance among the final cluster cenbers998 and 2004

Relatively weak Medium Relatively strong
Cluster - o .2
competitiveness competitiveness competitiveness
Relatively weak competitiveness 8,672 (8,511) 34,968 (40,772)
Medium competitiveness 8,672 (8,511) 28,997 (35,110)

Relatively high competitiveness 34,968 (40,772) 28,997 (35,110)

Note Data of 2004 are in brackets
Source own calculations

Based on the Euclidean distance of the final ctustntres, it must be
underlined thain 1998 the three clusters were situated closente another than in
2004 Between 1998 and 2004, the distance of the clusiih relatively weak
competitiveness and the one with medium competitgs did not change
significantly, however, the Euclidean distance ltw the clusters of the sub-
regions with medium competitiveness and the oneh wiglatively strong
competitiveness grew significantly, and the samppkaed in the case of the
clusters of sub-regions with relatively weak contpetness and those of relatively
strong competitiveneshis observation, in a way, proves the increasspattial
disparities This recognition not only shows the growth of tsglanequalities, but
also confirms the fact that the cluster 8udapestwith relatively strong
competitivenessunderwent much more dynamical developmienthe examined
periodthan the sub-regions constituting the other tweiEts.

It can be stated about the spatial concentrationcarhpetitiveness and
urbanization that there is no significant differerietween the results based on the
data compiled in 1998 and in 2004: the only suberegvith relatively strong
competitiveness (the capital) is surrounded byritng of sub-regions with medium
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competitiveness, 90% of which are urban in bothrgigdurthermore, the urban sub-
regions with medium competitiveness are on the lwaned the sub-regions of the
chief towns of counties and the sub-regions of datgwns. Sub-regions with

medium competitiveness (urban and rural alikeareentrated in both years in the
vicinity of developed Western centres and highwdeyond this, it can also be
stated that in 1998 and in 2004 a concentratiorsud-regions with medium

competitiveness can be found in the North-Westerd @entral regions of the

country, while sub-regions with weak competitivenese situated in the zones
along the Northern and Eastern country borderso#liog to the data compiled in
1998 the dominance of the lake Balaton can be cstaignificantly more sub-

regions with medium competitiveness concentratedgathe lake in 1998, than in
2004.

Figure 5.Change of the competitiveness cluster membershigresub-regions
(1998-2004)
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We also studied which are the sub-regions whoseettiveness changed so
much in the examined two years that their posiisasumed in clustering was also
modified. Looking at the period between 1998 and4&®nlyten sub-regions were
foundwhose membership in clusters based on complex ettinpness changed by
2004 compared to its state in 1998. It should beetmed, that presumably the
competitiveness of more than ten sub-regions clthitg¢he examined period, but
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the degree of change only resulted in cluster meshije changing in case of 10
sub-regions (Figure 5).

From the ten sub-regions mentioned above, five igiz Dabasi, Ercsi,
Monori, Szarvasi) improved its competitiveness t®us membership, five
(Balatonfoldvari, Csepregi, Fonyodi, HajduszobolszkKbszegi) worsened it. The
realignment of the competitiveness types is alspark&able: the competitiveness
position of the wider Budapest-agglomeration imgichv

6. Summary

In the present paper we attempted to introduce thodefor analysing territorial
disparities based on the concept of regional cothmtess, which analyses the
spatial processes by using (within the model)araibjely selected and weighted
system of indicators. The essence of the methodyeridl the multi-step creation
process of the database — is that it analysesvitiaten of territorial disparities on
the basis of the final output of a multi-variablkgtal analysis (namely the Euclidean
distance of cluster centres), contrary to the roostmonly used standard deviation
values of per capita GDP.

According to both single-variable standard deviatianalysis and
multivariable examination, regional divergence dsnreported in Hungary on a
sub-regional level. Sub-regions with relatively thigompetitiveness increase their
competitiveness, while sub-regions with relativelyak competitiveness fall behind.
Furthermore it can be stated that the competitisen®f sub-regions in
“convergence” regions is much heterogeneous: thepetitiveness “engines” of
these areas are the sub-regions of county cemick®oans with county authorities,
while the competitiveness of other, mainly rurdb-segions is weak and degrading
in tendency.

These results necessarily call for the continuabibrecent research: does the
competitiveness potential sub-regions with reldgiweeak competitiveness degrade
to such an extent as a result of the growth intteial disparities that is may hinder
the future catching-up.

It is necessary to survey in these sub-regiongattters that may contribute to
the development of their competitiveness. For phigpose those elements of recent
selected and weighted set of indicators that map“tdevelopment factors” and
“success determinants” of the Pyramid-model proddmssibility. As a result of a
competitiveness analysis based on the above iodicéthat represent the possible
directions of development strategies), it can hanébout, whether sub-regions with
relatively weak competitiveness possess merely akvea-post competitiveness, or
also a faint catching-up potential.

If the results showed that also the opportunitiesrhproving competitiveness
are scarce in the sub-regions of relatively weakmetitiveness, there would be a
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real danger of the economic degradation of thesasain this case the realistic aim
for these sub-regions is not the catching-up, heliceasing of further falling-behind.
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“Analyse this” — Cluster-mapping in Szeged and
Csongrad County

Réka Patik

As cluster-mapping — identifying potential and 8®g clusters in a region’s economy — has
found its place in foreign literature, several attgts have been made in Hungary to reveal
the economic structure of the country, a speciigion or county, and to find their high-
points. Despite the fact that an effective regioonllocal development process with the
rational use of the resources at hand ideally nebdsoutputs of a thorough study revealing
the true drivers of the economy, in practice thelkib of cluster-mapping is often ignored.
The reason is the difficult and problematic adajotatof the tools introduced in the foreign
literature: statistical databases have their shortungs, primer data collection is rather
costly.

An inquiry into Szeged and its subregion and Csaad@ounty has been done on the
basis of this toolkit, however. Besides the awasenef deficiencies and difficulties, this
study gives results based on exact data. Thesdtgaray also form the starting point of
further studies. The economic structure of the aegis analysed from different aspects,
which together lead to certain consequences and tsthe identification of the potential
“Human resource”, Construction and various procegsindustry clusters of the region. The
study shows some possible ways for the univetsignter the regional development scéne.

Keywords: cluster-mapping, cluster policy, perifieegions, regional concentration

1. Introduction

Several countries’ and regions’ economies answayaglchallenges with the spatial
concentration of economic activity. It has beenvprb that spatial proximity
provides such advantages (positive local exteres)itto the regional economic
actors, which enhance their competitiveness andoghfor success in international
competition (Lengyel-Deék 2002).

In recent years, the Hungarian economic literaha®turned towards clusters
and cluster-based economic development (Buzas 20@@k 2002, Gecse—
Nikodémus 2003, Lengyel 2001, Lengyel-Dedk 2002)glyel-Rechnitzer 2002).
This study deals with only one segment of buildamgl implementing a cluster-
policy aiming at developing clusters and therefmympetitiveness. This segment is
cluster-mapping. The focus of the study introdubesmethodology from a practical

U Many thanks to Alice Chapman-Hatchett (InternatidRartnerships Officer, International Affairs
Group — Strategy Division, Kent County Council, UK) the language review of this study.
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point of view: adaptability of the mapping toolkin Hungary, experience drawn
from the statistical data based empirical studgzdged and Csongrad County.

2. Focus and methodology

Demonstrating the commitment of international ofgations towards clusters, a
series of cluster-studies has targeted the regditve. 2002 studies of the LEED
program, however, stated that Hungary had no realustars
(lonescu—Mohring 2002). In 2005 a more sophistitateew was formed
(OECD 2005): between 2002 and 2005 clusters emeigeskeveral industries
(automotive, logistics, construction and tourism).

2.1.The region in focus

Csongrad County is part of the South-Great-Plaigidte at the South-Eastern
border of the EU. This region has the third biggpsepulation amongst the
Hungarian regions (after the Central Region and Nloeth-Great-Plain Region),
according to its territory it is ranked fouftiThe county fits well the row of the
neofordist, peripheral counties in the South-Easterescent of Hungary
(Lengyel 2003). Despite or besides the opiniondcitethe previous paragraph, in
2000 several cluster(-like) initiatives existedhe region (Buzas 2000):

1. ,DEL-THERM” Union including three heat- and theeriechnology firms;

2. a textile-industry reintegration program with thartxipation of science
institutions, led by HUNGARN Fon¢ Ltd.;

3. the textile industry subcontractors’ coordinati@mite at Eurotex Ltd.;

4. co-operations in IT, the agrarian sector (,onioseagation”, organic farming)
and biotechnology.

The 2-digit SIC-code (division-level) analysis ahgloyment data of the
Hungarian regions and counties (Gecse—Nikodémus3)2@hows an over-
represented presence of food-processing and teixtilastries here. The food-
processing concentration is probably due to thaicgnfactory of Szeged, the grain

! For a general review of the toolkit please se&R2005), for the detailed methodological desauipt

of the present study please see Patik—-Dedak (2005).

2 Based on www.nepszamlalas.hu/hun/egyeb/hnk2008k#ddd1_2.html. Download: 27th February
2006 (Population data refer to 1st January 2004tdeal data to 1st January 2005.)

The South-Great-Plain Region itself (18.338%is a bit bigger than the Walloon Region of Belgium,
and a bit smaller, than Niederdsterreich in Austs for the population (appr. 1.3 million inhalits),

it almost equals the Champagne-Ardenne region amd&, or Estonia as a whole. Csongrad county
with its territory of 4.262 krhcould be compared to Luxembourg or the Danish kjbmunty, its
population of approximately 425 thousand peoplegsats the Belgian Leuven or the ltalian Parma
regions. The county has around 73 thousand empayee registers 34 thousand enterprises.
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mill industry, meat processing (in Szeged, Csongunddl Szentes) and winemaking
(in Csongrad, Mérahalom). Textile-industry is prase almost every bigger town
(Hodme®bvasarhely, Szeged).

Significant employment concentrations of Csongradur@y have been
revealed in the chemical industry (plastics, péfti, paints, varnishes and rubber
products) and china-production (Hodrieasarhely).

Spatial concentrations do exist in Hungary; clisstee being formed with the
adaptation of foreign best practice. The privatet@ehas built several clusters,
which are promoted and supported by the governm&hé South-Great-Plain
clusters with governmental subsidy (these mighpiesent in the region in focus)
(Gecse—Nikodémus 2003):

1. Textile Cluster;

2. Public Works and Road Construction Cluster;
3. Tourism Cluster;

4. Handicraft Cluster.

The present study is unique in a way, as it useéigid-SIC-code (class-level)
analysis on subregional and county level, workirithh\a complex system of indices
and criteria. More detailed and accurate resuéésaaraited accordingly.

2.2.Methodology

All empirical studies should start with an operatiefinition of the phenomena to
be measured. The literature documents dozens stectdefinitions, based on
different theoretical background etc. (Gordon—Ma€an00, Martin—Sunley 2003).
Two basic approaches are agreed to set the themrbackground: economics and
business studies (Phelps 2004).

Taking these two cornerstones into consideratiais, dtudy is guided by the
second one. But choosing cluster-definition doesssutely define the theoretical
background and the terminology to be used: it & difinition which selects the
applicable tools from the cluster-mapping methodpldA definition, which serves
well the aims of the mapping process, is decisoretfie measures describing the
concentration of economic activity (i.e. employmentrnover, number of
enterprises) and also for the spatial approach,thehegeographical, social,
economic, cultural etc. These are the critical stdaes of the mapping procedure
(DeBresson—Hu 1999). Accordingly, the alternativ@yvef cluster-development is
chosen in this study (Bergman—Feser 1999).

3. Defining the methodological framework

Before getting deeper into the facilities providgdthe toolkit of cluster-mapping,
several decisions have to be made, as seen abexgniBn—Feser 1999). Taking the
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cited train of thought into consideration, the doling pages deal with the aim of the
research, the cluster-definition used, the indimed methods used, and finally the
consequences drawn.

3.1. Aims and cluster-definitions

As a first step, we have to investigate the reg@ohbe developed, we have to set an
aim for development, which is delivered by the pamgs and strategies of the region
finalised in the late 90s (MTA RKK ATI 1998, DARFI999). These documents
unitedly stress that there is a need to adjustenigiducation to the economic
structure. As a combination of the objectives @& tkgion and the university the
baseline of the current research is the followittglaunch the knowledge-based
economy of Szeged and Csongrad County, to enh&mecinmovativeness of the
region, with the active participation of the Unigéy of Szeged.

Quite agreeably, the university can have an infleeon the economy of
Szeged and its region with the knowledge producetiused inside its walls, with
its research capacity and infrastructure, withrtée technologies created by or with
the help of the university. Enright's definition9@8) describes these initiatives the
best, however, the definition of Lengyel and De2B0R) is also remarkable for the
stress on the role of the drivers of local econob&t. our cluster-definition be the
following according to thesea local/regional driver of the economy, where the
enterprises operate with shared infrastructure,diab pool and knowledge-base,
using division of labour.

This definition ensures geographical proximity aowith features, which
implicitly assume the existence of co-operating asgpporting institutions
(university, technology-transfer organisations)etés a consequence we can expect
that it will guide the mapping activity and will lpein choosing the adequate tools
from the methodology.

3.2. Methodology options

Before going deeper into the introduction of thelk, it is important to emphasize

that we are going to deal with the mapping of ptiabrclusters — no matter which

index or method we use. A real cluster can be ifiedtas a result of a multi-step
analytical process. Using the chosen method ord#éte at hand potential clusters
are identified which need to undergo further arialydsing one single method will

not result in a reliable output. Based on this we going to see how the keywords
of the definition can be investigated with the elifint methods.

Finding the drivers of the economy leads us topitdblem of measuring the
concentration of economic activity. An economiciatit presumeably drives the
regional economy, if it has a dominant role in #d@®nomy and shows considerable
growth. It should also be a traded industry. Th&t fwo aspects can be derived from
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added value, the share of employment and the nuofbenterprises. The share of
export can feature the traded characteribtics

As mentioned before, the definition implicitly cams spatial proximity,
geographic concentration. During the researchfddture is assisted by the source
of the data-set: all data refer to Szeged, the &kegbregion and Csongrad County.
In the following pages the keywords of the clustefinition are “translated” into
indices and analytical methods (a-g), thus fornttmg methodological frame of the
mapping.

a) Share of added value, growth of added valadded value is hard to
investigate along 4-digit SIC-codes or on subregjidevel. The data-collection of
the Hungarian Central Statistical Office (HCSO)resents the county level and the
2-digit SIC-code depth. No more detailed data aeélable, that is why the drive of
the economy cannot be analysed well enough thradded valué

b) Employment dataEmployment data are expected to reveal the eciznom
structure of the county and subregion through thpleyment share of the different
economic activities, showing the size of the comrtaiyour-pool. The most often
used index in this case is the location quotidrg, tQ-index, exhibiting economic
specialization. The LQ-index based on employmenta d& referred to as
“employment-LQ”" in the future, to distinguish ibfm other LQ-indices.

Despite the constraints of the usage of the emptoyhQ (see Brenner 2004
for more details), this index was the central toblthe British cluster-mapping
project (Miller et al. 2001). In Hungary a similarethodology assisted Gecse and
Nikodémus (2003). These two projects had quiteetbffit value limits when setting
the evaluation criteria, when deciding an econoaaitvity’s being a high-point or
part of a cluster. Differences exist moreover i depth of the dataset, the territorial
level in focus — both studies serve as a guidébnéhis mapping, though.

Beside employment-LQ another important index is thkange of
employment. This latter has its own problems, tbds easily influenced by the
number of enterprises, productivity, capital adeguaechnological level of the
economic activity investigated. However, the gragvitumber of employees might
mean the growth of the critical mass.

¢) Number of enterprises, change in the number ofrgrises An attractive
option for the comparison of the number of entegsiin different regions might be
the use of the general LQ-index filled with entesprdata — the “enterprise-LQ". An
enterprise-LQ above 1 shows relatively more enisgprin an industry than the
national average. However, the number of enterpiisalifferent regions may vary
according to the regions’ economic structure. Théemrise-LQ — the relative

3 Certain economic activities are able to attracbine into the region, although their output is not
tradeable, so it won't add to the export data:itvoy higher education, R&D. These activities ought t

be investigated more thoroughly.

4 Based on consultations with the experts of the Hring Central Statistical Office, Summer and
Autumn 2004.
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number of enterprises as a mapping tool — coulthiséeading: caution is required.
It is important to conclude that the enterprise-l@l definitely not show the
specialization of the region, but it gives a goodt lon the size-structure of the
economic organisations (more precisely: of the ayerrelative size of the economic
organisations). That is why it is going to be uasda secondary index, to elaborate
the view of the economy given by other, “more také tools.

More information on an economic activity is givery the number of
enterprises, and the change in the number of eigesp Here also it is not so much
the size of the industry, but the structure, whidhunts. In Hungary these indices
can be perfectly used, data are fully availablenftbe HCSO.

d) Export The RCA-index (revealed comparative advantagssg umainly in
world economy) can be considered as an LQ-indeax, Itchas the same structure,
filled with the appropriate export-data, and it wisothe specialization of a region
illustrated by the export activity. The “export-L@8 not often used on a regional
level, but as the output-side reflection of the Eyment-LQ it was worth
introducing it.

Its usage in Hungary is difficult; a rather limitedries of data is available on
the 4-digit SIC-code level. As a consequence, thgor-LQ is only used as a
complementary tool.

e) Qualitative case-studiegQualitative case-studies might reveal several of
the keywords in our cluster-definition: shared asfructure, knowledge-base,
division of labour (appearing as transactions ammgjonal actors, input-output
relationships). They make hardly measurable chamatts less elusive.

As several foreign case-studies are available tati@ye is an opportunity for
benchmarking, one might collect the distinguishifeatures of an industry’s
clusters. It is also possible to recognize thoseastructural and institutional
ingredients which make the clusters function andrikh, or the presence of which
might indicate the existence of a similar clusterHungary. Porter’s diamond is
often used when this method is chosen (RoelandtHaetog 1999, Lengyel 2000).

f) Number of patentsThe birth of shared technology could be tracedthe
number of patents. Together with the patent citatimm the USA this indicator is
appropriate for following the spreading of techmgiés and for finding the shared
technology base (Jaffe et al 1993). Hungarian adiaptis influenced and hindered
by the discrepancy of the Hungarian patenting sysie compared to the American.
The patents of the Csongrad County organisatiorghtmieveal the innovative
activities of the region, though.

g) Transactions and relationships among the regioneloes Analysing
division of labour and the value chains equals niagpping of both spatial and
economic proximity, provided that the data investiigl refer to the appropriate
territorial level. This comfortably leads us to rmeg the expectations recorded in
the cluster-definition. Two elements of the mappiagl-kit are widely used here:
input-output analysis and graph-analysis, but tptale case-studies have the
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potential of revealing transactions and relatiopshtoo. All three are part of the
OECD-recommended methodological range (RoelandtHdetog 1999).

The input-output analysis is well known in Hungdbengyel-Rechnitzer 2004).
Unfortunately, for the region in our focus no iMowttput matrix is available, and
creating our own matrix would require additionadoarces.

Graph analysis (usually based on input-output wed)i would give a nice
illustration of the region’'s economy (see i.e. Lkaiken 2001, p. 284.). The
difficulties of its usage lie in the matrix itse#fs explained earlier. That is why these
methods are not easy to use in Hungary.

4. Adapting the methods in Hungary — data and methaological setbacks

The previous paragraphs have proved that the patesitisters of Szeged and
Csongrad County can be analysed mainly from twessigémployment and the
number of enterprises. These are completed by xperedata to sophisticate the
results. The identified potential clusters coulddmed by qualitative case-studies in
the future.

After the overview of the Hungarian statistical atases with regard to the
territorial level and “depth” (number of SIC-codmgits) of the data, the following
indices can be used to map Szeged and CsongradyGoumerits:

employment-LQ,

share of regional employment,
enterprise-LQ,

number of enterprises and its change,
export-LQ.

aOrwNE

4.1. Data imperfection

The different employment patterns of certain indast and economic activities
(i.e. outsourcing) might distort the value of theptoyment-LQ. Thus the real size
of an industry is certainly bigger than shown bg tlata. A similar problem is — as
pointed out by Gecse and Nikodémus (2003) — thatHIESO does not collect
employment data from the organisations with lesmth people. The number of
employees in organisations with 4-49 people ismeded, as a result there is a
possibility of imperfection.

The use of the export-LQ is made more difficultthg fact that the HCSO
collects export data exclusively from the procegsidustry firms with more than



“Analyse this” — Cluster-mapping in Szeged and Ggdéd County 23

50 people. Moreover the act on data protection ipitshthe declaration of data in
economic activities with 3 or less actors. It nasmur data s&t

When interpreting the export-LQ it should be notedt the HCSO takes
export as transporting goods outside the bordéfurfgary. As a result, export data
are incapable of showing trade among the regiomswnties, and traded industries.

Further data imperfection derives from the deficierof the industrial
classification system: not every economic activityeplaceable with one or more
SIC-codes, mainly the activities of the “new ecogtyrereative industries etc

Some data are collected according to the locandmers according to the
premise of an enterprise; some refer to Szegedr®oth the Szeged subregion.

4.2. Methodological shortcomings

Methodological shortcomings derive mainly from aggation, the decision on the
value limits and the choice of the benchmark ompbiat of reference.

Aggregation influences mostly the LQ-indices anel share of the economic
activities. The minimum size of the different attas on different territorial levels
must be defined carefully. This is also true foe tiifferent levels of industrial
classification aggregations.

Choosing the value limit means giving the valuaofLQ-index, from which
the given economic activity is considered relevanitoncentrated. Theoretically,
this limit is 7', but in practise caution is required (Brenner 3004e limit for the
employment-LQ should be above 1.

The differences in the employment patterns are taobe ignored in the
empirical analysis, though, mainly when analysingartp of Hungary.
The employment ratio of the Hungarian regions wageeatly, which distorts the
employment-LQ, when having the whole of the econasiya benchmark. In a more
developed region non-traded community-services awer-estimated, traded
activities are under-estimated. In the peripheetlians the effect is quite the
opposite. This effect can be eliminated if the éGihdustries serve as a benchmark.

® Although the mere existence of publishable datétself shows the significance of an economic
activity — it means that there are at least theggonal actors with traded products and export/egti
and with more than 50 people each.

® The literature often doubts the ability of the NAGHC-code based analysis) to answer the questions
about a regions economic structure. A basic prolidetinat the classification systems seemingly do no
follow the evolution of the economy: the activitie$ the new economy, creative industries and
biotechnology are not classified. It is true foe tNACE Rev.1.1. of the EU, ISIC REV.1.1 of the UN
and the harmonised Hungarian TEAOR’03, too (KSH 2002

North-America (Mexico, the USA and Canada) has raeettthese problems recently. NAICS (North
American Industrial Classification System) has beerated, renewing the traditional classificatiod a
enhancing the depth of the data (6-digit codegji @003).

” At Gecse—Nikodémus (2003) the regional and colewst value limit for the employment-LQ is 1, at
Miller at al (2001) the regional limit is 1,25, theeal is 5.



24 Réka Patik

To sum up, in the analysis of the data it is wdrtving LQ-index limits
above 1, and having traded industries as benchrBartkselecting traded industries
IS not an easy task. The literature documents akwegthods to do that (Stimson—
Stough—Roberts 2002, Porter 2003), these cannatsed in Csongrad County or
Szeged.

5. Mapping Szeged and Csongrad County

Cluster-mapping in practise puts several problents setbacks into the limelight.
The analysis of Szeged and Csongrad County illiestraost of them impressively —
that's why this mapping project might serve as @gjine for other Hungarian
mapping approaches.

To return to the train of thought cited and usediera the tools and indices
are defined now, this should be followed by settihg system of criteria, value
limits, the sequence of the tools and indices.

After these decisions are made, the investigatios this way: the first step is
the employment-LQ and the share of regional empttirusing the economy as a
whole as a benchmark (owing to the problems ofdiling traded and non-traded
industries). The deficiencies deriving from thiswblemark are expected to be set off
by the combination of several indices and toolse Thapping runs parallel for
Szeged and Csongrad County.

Both employment-LQ and the share of employmentaleulated with 4-digit
SIC-code data for the year 2003 for Szeged andd@tadrCounty. In case both meet
the expected value limits, the second step is amgythe number of enterprises.
The data regarding the number of enterprises ar¢éh@®year 2004, and these are
also 4-digit SIC-code “deep”. Those classes/a@witwhich do not match the
employment criteria, are removed from the reseaftlose having deficiency with
respect to only one employment indicator are tabalysed further if they show
enough enterprises. In this case two of three platee the critical mass.

Classes with few enterprises but with good emplawnmiadicators might
“suffer” from the unique features of the economatiaty itself. In this case the
enterprise-LQ can answer the question, whethetotienumber of enterprises is a
general national phenomena or a regional charatiteri

Another specification for clusters was expectedutino A potential driver of
the regional economy should show growing numberaibrs — indicated by the
annual average growth of the number of enterprigarding the 1999-2004 period.
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Figure 1.The process of the cluster-mapping

AIM
To launch the knowledge-based development of Szeged
and Csongrad county, to enhance the innovativesfiehe region,
with the active participation of the University 8zeged.

CLUSTER-DEFINITION
Alocal/regional driver of the economy, where tinteeprises
operate with shared infrastructure, technologyoualpool
and knowledge base, using division of labour.

KEYWORDS OF THE DEFINITION
Driver of the economy;
shared infrastructure; shared technology; laboal; foowledge base;
division of labour

Facilities provided by the
databases of the Hungarial
Central Statistical Office

Resources available
for research

CLUSTER-MAPPING TOOLS, INDICATORS
Employment-LQ; share of employment,
number of enterprises, average growth of the numbenterprises,
enterprise-LQ;
export-LQ

CLUSTER-MAPPING CRITERIA
Limits of indicator-values; sequence of differemtls and indicators

CLASSES (SIC CODES)
Csongrad county: Town of Szeged / Szeged
0123, 0124, 2852, 2924, 4100, 4511, subregion:
4521, 4531, 4533, 4544, 5010, 5131, 4521, 4531, 5147, 7012,
5147, 5153, 7012, 7310, 7411, 7470, 8010,
7481, 7485, 7487, 8010, 8042, 8512, 1740, 2521, 2811, 2852,
8513, 8514, 9262, 2924, 3430
1512, 1533, 1740, 1752, 1772, 1822,
1930, 2010, 2513, 2521, 2621, 2811,
2923, 2953, 3310, 3430, 3614

POTENTIAL CLUSTERS
Groups of economic activities (SIC classes) fitting criteria

QUALITATIVE STUDY
Testing the potential clusters

Source:own construction
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The limits of the indicator-values as a set ofecid have been defined
according to the foreign and Hungarian mapping tigac More combinations of
value limits were tested to result in an acceptahlmber of activities, regional
“high-points”. It was also expected that the seeodnomic activities resulted from
this research should include industries with expagacity.

The set of industries left at the end of the precg®uld be further analysed
by qualitative case-studies, so as to group them potential clusters, to reveal
connections, co-operations among them etc.

After testing different sets of limits of indicatealue, Csongradd County
showed 27, Szeged (and its subregion) showed 5clakSes which correspond to
the criteria. (More than in the case the Britishtter Hungarian Gecse—Nikodémus
values were used.) These classes are to be suppbhi®y the activities with export
data as a second row. Grouping into clusters has dene with the analysis of the
content of the SIC-codes, lacking a qualitativesestsidy (Figure 1).

6. Results

Results and experiences appear in two fields: Hagei of the methodology and the
development of Szeged and Csongrad County.

Methodologically the most conspicious difficulty svthe quality of the data,
which slowed down the whole mapping process. Thagdtian system of SIC
codes was altered in 2002, and the modification neasonsequently applied to the
data (comparing those from 1999 with the more reoers for example). Another
disadvantageous factor was the lack of data. Inesoases no employment data
were published in spite of the fact that the numdfeenterprises was much higher
than the limit for data-protection (it is three mentioned earlier). Altogether 192
activities were analysable on the county levelpB3he town or subregional level —
all of the different data were available only iresk cases from among the 518
4-digit SIC-code activities. Of course using thdiaes separately was possible for
more than 55 or 192 activities.

We have now come to the point where the activifiggg the system of
criteria are to be investigated further (Table &l &p On the whole in Szeged and
the Szeged subregion five potential clusters agatifled: the Construction Cluster,
The Human Resource Clust@ncluding activities contributing to the developnt
and “maintenance” of the human resource of theorggihe Metal and Machinery
Cluster, the Textile and Footwear Cluster, andPestic Cluster.
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Table 1.Potential clusters of Szeged

Name of . _ Percentage o Percentage of
, Economic activities chosen through the . .
potential mapping process e_mployment enterprises in
cluster in Szeged Szeged

4521 General construction of buildings and civil
engineering works

Construction 4531 Installation of electrical wiring and fittings 3.99 4,68
7012 Buying and selling of own real estate
Human . .
8010 Primary education 3,82 0,30
resource
2811 Manufacture of metal structures and parts of
structures
Metal and 2852 General mechanical engineering
machiner 2924 Manufacture of other general purpose 1,31 1,24
y machinery n.e.c.
3430 Manufacture of parts and accessories for motor
vehicles and their engines
Textile and 1740 Manufacture of made-up textile articles, excep
0,00 0,02
footwear apparel
Plastic 2521 Ma_nufacture of plastic plates, sheets, tuhds a 0,00 0,03
profiles
5147 Wholesale of other household goods 0,40 0,32

Source:own construction

Meanwhile the county has a more wide-ranging prsiogsndustry character.
The activities named at Szeged are present withhmuaore 4-digit SIC-code
classes. On the county level the clusters of Szegedo be completed with the
Meat Cluster, the Business Services Cluster, amdrtbits and Vegetables Cludter
(There are some SIC classes, which couldn’t hawn ligouped into any of the
clusters, although they met all the criteria.) Ehedusters are obviously only
hypothetical, regarding the cluster-definition fa¢ beginning of this study. As long
as an appropriate qualitative case-study confirhesr texistence, the living co-
operations, division of labour and transactionsidmsa cluster, it is a mere
assumption.

Critical mass (in employment and number of entegs) is performed on
county level by the Construction and the Human ResoCluster. A critical mass
in employment is perceived in Metal and Machinévgat, Textile and Footwear
(Table 2).

® The region has unique features, too. For exanmglemployment-LQ of the manufacture of cordage,
rope, twine and netting is extremely high, but thember of enterprises is very low, just like the
number of employees. The foreign cases take thigtgcas part of the textile cluster — followinbis
practise it becomes a strong point of the regieatanomy, making it special among the others.
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Table 2.Potential clusters of Csongrad County

Name of
potential
cluster

Percentage of Percentage of
employment in enterprises in
the county the county

Economic activities chosen through the
mapping process

Human
resource

7310 Research and experimental development on
natural sciences and engineering

8010 Primary education

8042 Adult and other education n.e.c.

8512 Medical practice activities

8513 Dental practice activities

8514 Other human health activities

9262 Other sporting activities

12,69 6,48

Construction

2010 Sawmilling and planing of wood;
impregnation of wood

3614 Manufacture of other furniture

4511 Demolition and wrecking of buildings; earth
moving

4521 General construction of buildings and civil
engineering works 7,71 7,73

4531 Installation of electrical wiring and fittings

4533 Plumbing

4544 Painting and glazing

5153 Wholesale of wood, construction materials
and sanitary equipment

7012 Buying and selling of own real estate

Textile and
footwear

1740 Manufacture of made-up textile articles,
except apparel

1752 Manufacture of cordage, rope, twine and
netting

1772 Manufacture of knitted and crocheted
pullovers, cardigans and similar articles

1822 Manufacture of other outwear

1930 Manufacture of footwear

5,27 0,62

Meat

0123 Farming of swine
0124 Farming of poultry 4,36 0,54
1512 Production and preserving of poultrymeat

Metal and
machinery

2811 Manufacture of metal structures and parts of
structures

2852 General mechanical engineering

2923 Manufacture of non-domestic cooling and
ventilation equipment

2924 Manufacture of other general purpose
machinery n.e.c.

2953 Manufacture of machinery for food,
beverage and tobacco processing

3430 Manufacture of parts and accessories for
motor vehicles and their engines

5010 Sale of motor vehicles

4,27 2,19
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7411 Legal activities

Business 7470 Industrial cleaning

services 7485 Secretarial and translation activities
7487 Other business activities n.e.c.

2,41 6,34

2513 Manufacture of other rubbed products
Plastic 2521 Manufacture of plastic plates, sheets, tubes 1,30 0,06
and profiles

1533 Processing and preserving of fruit and
vegetables n.e.c. 0,73 0,61
5131 Wholesale of fruit and vegetables

Fruits and
vegetables

4100 Collection, purification and distribution of
water
2621 Manufacture o]‘ ceramic household and 0,92 0,05
ornamental articles
5147 Wholesale of other household goods 0,44 0,26
3310 Manufacture of medical and surgical
; - - 0,31 0,30
equipment and orthopaedic appliances
7481 Photographic activities 0,04 0,21

111 0,06

Source:own construction

Szeged has much less of a critical mass in angsgfatential clusters. Most
considerable concentrations are the Constructiontta® Human Resource Clusters
(Table 1). Assumably, on a subregional or municieakl it is not really worth
searching for clusters, it is at least the couetyel, where clusters with a critical
mass are identifiable.

An interesting feature appears in connection witedged: the centre of the
county shows concentration only in those activjtieswhich the county does so,
too. Szeged might be outstanding in activities lyantheasureable with the
traditional SIC-code based data.

Although the aim of the mapping included the prdomf innovation, too,
real innovative clusters have not been recogni$ieds true however, that the
methodology itself was not favourable enough farowative clusters. Traditional
industries were identified, dominantly in the pregsiag industry (Figure 2). On one
hand, it gives the university a clear view abowg 8tructure and nature of the
region’s economy and educational needs, on the btre the university might find
innovative partners and demand in the innovatigenemts of the clusters identified.

With knowledge of the economic structure and degwslent of the
South-Great-Plain Region and Csongrad County, sugosed to be a region with
(potential or latent) traditional, processing inysclusters and drivers of the
economy. The university cannot ignore the innowafiiactor, but realistically one
should not expect to find extensive innovative treteships embedded in the region.
Although Szeged considers biotechnology and diffet@gh-tech activities as a
breakout, these are not statistically measureaideaae not dominant segments of
the economy at present.
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Figure 2.Potential clusters of Szeged and Csongrad County

Csongrad county
Human resource
Construction

Textile and footware
Meat

Metal and machinery
Business services
Plastic

Fruits and vegetables

Szeged

Construction
Human resource
Metal and machinery
Textile and footwar.
Plastic

Source:own construction

Education and research are important parts of dgtomal employment.
Consequently, the university promotes the countg #re town with its input-
effects, as a passive regional role-player. Withitare active university strategy the
institute will be able to promote the other potahtiusters, too.

7. Summary

All regions desire clusters. These economic strestuare ideally created
spontaneously, however, their development is sotabe supported in direct and
indirect ways from various levels. This is a sdrpessure on the regions, any form
of clusters or high-tech activities is a value-atldeature in the competition for
relocating big companies and development resourc8tuster-mapping is a
methodology, a tool-kit and process to supportemisg a realistic image on the
regions. Via the adaptable part of this tool-kitdetailed but not too surprising
picture has been received of the region. It is lwanentioning that the processing
industries are dominant as usually in the neofordis (half-)peripheral regions
(Enyedi 1999, Lengyel 2003), but we have to list dhctivities supporting the

® Referring to the motion picture “Analyse this” miemied in the title of this study, one might as well
think that “the Robert de Niro of regions” gets ervous breakdown because of the pressure and
necessity of becoming a high-tech region, regasdiéds talents and desires.
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development and maintenance of the human resoutorgside with the
construction industry.

To summarize, the selected industries show a certancentration /
specialization (LQ-indices and the number of entegs were used to show it), and
also growth (through the number of enterprisesindfans that the features ascribed
to the drivers of the economy, moreover the ciitlass behind the shared labour
pool and infrastructure is proven in case of theepital clusters. Export contributes
to the driver image, and is an atribute when idgntj the traded activities,
therefore to the range of activities derived frdma bther indices has been completed
by the exporting industries.

This method did not indicate on the 4-digit SIC-edeével the following
activities appearing in earlier researches andatiies: heating and thermo-
technical activities, the plant breeding part ot thgricultural sector (except
processing and distribution), a large number ofnsays of the food processing
industry, some areas of the chemical industry, lmandicraft (the latter cannot be
measured statistically anyway).

Regarding the clusters of the region it is wortimsidering that the local
involvement and embeddedness of the enterprisateldin the South-Great-Plain is
extremely low (Buzas 2000). Based on this we haveetaware that the dominance
in the economic structure of the region does naessarily mean that a given
activity will be the core of a cluster built on spaneous co-operation and deeply
embedded in the local and regional economy. Neghkatl, this should be the way
of progress, even through the economy developitigityoof the university.
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Quo Vadis Hungarian Spatial and Settlement Policy?
Miklés Lukovics — Tamés Besze

The sum of the possible financial resources at Huyig disposal supported by the

European Union between 2007 and 2013, indicatesstmiiical chance in connection with

the fulfillment of the development objectives, esply the spatial objectives in Hungary.

The optimal utilization of the financial resourcesquires a continued decentralization
process — started in 1996 but refracted in 1999nd @ strengthening of the regional

institutional system. The efficient utilizationtb&é financial resources also requires such a
planning mechanism, which considers both the natiospecialities as well as the

international spatial development experiences, @dased on a wide professional and
political consensus.

The present paper aims to survey the most importalgstones of the Hungarian
spatial policy formation, especially the ones @& #patial- and settlement development. Also
the evolution process of the Hungarian self govenmirsystem is going to be explored,
principally in regards of the relationship betwe#ite municipality development and EU
grants. Finally the most important projects of tiunicipality of Szeged will be
demonstrated.

Keywords: regional policy, spatial developmentnimipality development

1. Introduction

Since Hungary's accession to the European Unpatiad planning has come more
and more into the limelight, because financiakaifl the European Union is based
on accomplished spatial documents (Rechnitzer-4 &f®4). Ten years ago, the
Hungarian Parliament accepted the Act XXI. of 1986. regional development and
physical planning. This was a supreme and complegulation of spatial
development in Hungary (Horvath 1998). Its furtimportance is, that Hungary
was the first among the candidate countries to tadihe legal conditions of the
regional institutions relating to the principlesdarequirements of the European
regional policy. According to the act, spatial depenent in Hungary is based on
national and regional planning documents, conceptsgrams, and physical plans
(Rechnitzer 1998a).
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2. Some issues of the Hungarian spatial policy until996

Concerning the analysis of the Trianon Treaty, Rékki was the first Hungarian
who examined the economic effects of spatial pgeee (Hajdu 2001). According
to him, breaking-up the solid, poly-centric citytwerk of the Hungarian Kingdom
would trigger severe issues for the rest of thedduian territory. The truth of his
statement is confirmed by the fact that nobody @¢awsolve the problem of a
Budapest centered, mono-centric Hungary so far..

The first legislative provision in connection withe spatial- and settlement
development was the Act VI. of 1937. on physicanpling of cities, housing and
construction. The law obliged cities to complety development plans (Sipos
1993), furthermore compelled cities with high legé exactitude to prepare land
usage plans and general settlement plans. AfterldMMar 11, the Institute of
Physical Planning (the so called TERINT) was bestal#ished in 1949. The
general aim of the TERINT was to coordinate sdstial industrialization and
town-planning. Additionally, its task was to registall spatial and settlement
changes, and to prepare several plans. Its signidie might be the completion of
the first regional planning works, like the one Zdgyva-valley, Borsodi area,
Baranyai area.

As for local legislation, in 1949 and in 1950 thenGtitution, and later the
first council law introduced a council system tlveds completely alien to the
Hungarian conditions, by copying the soviet moddKQGY 1950). From the
beginning, the major function of this system wasd¢oomplish the central decisions
of the white trash dictatorship that aimed to cleasgciety and economy mainly
with means of polity, leaving little local indepemce. Similarly to the first one, the
Second Council Law in 1954 also rejected the iddaal municipality (MKOGY
1954). There was a decrease in the councils’ dutiegiministration and authority
but the councils’ spatial and settlement develogniasks slightly increased. The
councils were regarded as the lengthened arm ofcH#miral state organization
delegated by the monolithic party-centre. In thecaltled dual subservience the
centre managed the county by primacy means, thetgonanaged the townships
and most of the towns and the township councilsagead the villages. This local
dependence attached serious lack of local demsgratnominal votings and
elections preceding the real free elections. Cduhoiards were politically
insignificant, as council leaders, closed coun@ktings and closed executive board
meetings decided on important issues beforehamt,cmuncil meetings mostly just
accepted these decisions. From the aspect of eitglopment, we cannot disregard
that the panel program that started in the secaifdoh the 1960s wasn’t based on
local decisions, either.

The decree with legal force of 1955. XXXVI. on tlegulation of town- and
village settlement determined the system of towrd allage settlement, and dealt
with the notion of regionalism more thoughtfullyath ever before. Due to this
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legislative provision, the number of regional @ancreased significantly from the
end of the fifties. In 1965, the National Settletnddevelopment Plan was
completed, which surveyed Hungarian settlements aevelopment trends. In
1970, the National Settlement Development Concegd wvorked out, which was
adopted by the Hungarian government after a widdodi with the local and
departmental authorities in 1971. According to ¢bacept, all the settlements were
classified into development categories. The finginoesources provided for each
settlement were dependent on the category ofdherete settlement.

This dual subservience remained in force duringl#ter “reforms” of the
council system, the laws did not provide much mmeal independence. The
council system was only the executor of centrapammes. But these programmes
did not involve local needs that could have givespacial image to settlement
development and that could have implemented densdogs in a way that would
have fulfilled local needs the most. As local regjioin did not have any latitude in
other developments either, settlements got poandr goorer, regardless of their
size.

On the whole, the Hungarian spatial policy befd®835.can be characterized
with a settlement view instead of a spatial viehwisTpolicy was city-centric, which
underplayed the role and importance of territodaits. In this period, the spatial
policy was strongly centralized in Hungary.

From 1985 until 1996, Hungarian spatial policy daa characterized as a
transitional one. The resolution of the Parliamdnt12/1980-85. aimed to develop
the lagging behind territorial units, so this légfive provision was the first, which
declared the spatial view instead of settlementvia the middle of the eighties, it
has been realized, that the development of sephesttlements is not efficient,
complex territorial units has to be taken into ¢desation and developed. In the
decentralization process of the Hungarian regipoéty, the Act LXV. of 1990. on
the local governments counts as a substantial toileswhich pronounced the local
demand on decentralization.

From 1991 until 1995, spatial development efforterevsupported by a
separated money fund in Hungary. The Spatial Dgveémt Fund had a broadly
varied function: to support employment level expamand economic restructuring
in lagging behind regions, to support the creatiborisis management programs on
the level of regions and sub-regions etc. It wa® @mphasized, that during this
transitional period the regional policy of the Buean Union was introduced to
Hungary, which started to receive its core priresp(Lados 2001), but its effects
became perceptible only in the next period.
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3. Milestone in Hungarian spatial policy

The adoption of the Act XXI of 1996 on regional dmpment and physical
planning meant a turning point in regional plannimgstitutions, financial and
economic regulation and EU-integration. 1996, teary when the act came into
force is the beginning of the third stage of thenglrian spatial policy. This
legislative provision set its regional developmegizals, overall objectives —
therefore the partition of competences betweerPréament and the government —
in compliance with the regional policy of the Eueap Union. This act forms the
basis of the Hungarian spatial policy (RechnitZ98a).

The Country Report of the European Union in 1998ega very positive
evaluation on the Hungarian regional policy, beeatl®e adopted act was unique
amongst the candidate countries. One of the mgsbiitant significances of the act
was to define and to clear the most important metiaf the theme, like region, sub-
region, spatial unit, regional development etctirenmore the act defined the tools,
financial resources and the institutions of regiotd@velopment. The notion of
regional planning was given a high priority alsotive preparation for drawing
Structural Funds and the evaluation of the coualike.

The act set up the possibility of applying the oegil policy of the European
Union by containing the most important core prifespof the EU’s regional policy,
like concentration, partnership, additionality, ioegal applications etc. Furthermore
the act fulfills the requirements of justice, eguitnd solidarity, and the general
cohesion objectives of the European Union (HorvE#98). Dissociation of the
institutions into national, regional, and sub-regiblevel also can be evaluated as a
big step in the efforts of decentralization. The awmdered to complete spatial
development documents first of all on the levetegjions and countiésThis is a
very important issue from economical view, becdaseign direct investment and
enterprise development need a well documented bawgkd, since spatial
documents contain significant information to suppdnvestment decisions
(for example about externalities).

The progress of the Hungarian spatial policy came sudden standstill in
1999. The act XCII. of 1999. on the modification thie act XXI. of 1996. on
regional development and physical planning canvaduated as a withdrawal in the
decentralization efforts in spatial policy. Sigo#nt changes in the membership

1 1n connection with this point of the act, the @olling legislative provisions should be mentioned:

- 184/1996. (XII. 11.) Statutory order on the adoptgrocess of spatial development concepts,
programs and physical plans.
112/1997. (V1. 27.) Statutory order on the inforinatsystem about spatial development and
physical planning.
18/1998. (VI. 25.) Departmental order on the cotsteof spatial development concepts,
programs and physical plans.
23/2001. (Il. 14.) Statutory order on the modifioatof the 184/1996. (XII. 11.) Statutory order
on the adoption process of spatial developmenteqascprograms and physical plans.
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pattern of the Regional Development Councils arghenway back to centralization:
the preponderance of ministries, its right of véie, exclusion of the local economic
actors (chambers, Council of Labour), the membprsbi deconcentrated
organizations (Office of Agriculture) are steps &wds centralization. The European
Union passed strictures on this issue, just ashenirtadequate utilization of the
financial resources: spatial resources have beed as resource replenishment by
municipalities and their institutions so they didt catch their originally intended
target group, the enterprises.

The European Union also crabbed Hungary in conmeatiith the NUTS-2
level regions: the defined seven regions did néisfyathe criteria of normative
regions defined by the EU: there are not electatl; delegated representatives on
regional level, and the Regional Development Cdarad not have own financial
resources at their disposal.

In 1998, the first National Spatial Development €apt (OTK) was approved
by the Hungarian Parliament (Decree 35/1998 llI#Che Hungarian Parliament).
This Concept was the first complex and strategizetigpment document in
Hungary, which was the principal document of Huregarspatial development
policy, regional development. It gave orientatioor fdifferent instruments of
regional policy, and formulated guidelines in ortiereduce regional disparities. As
a framework document it contains the developmendgeetives of the country and
its regions, outlines the long-term regional depetent objectives and declares the
guidelines for the elaboration of various develeptmprograms. In addition, the
document provided regional planners and stakeh®ldsith the necessary
information (OTK 1998).

4. New trends in Hungarian spatial policy

According to the act XXI of 199%.the National Spatial Development Concept
should be analyzed every six year. As a resuliiefet comprehensive evaluations on
the emergence of the Hungarian spatial developmpefity and the regional
processes of the country, a new concept was elgibrand approved by the
Hungarian Parliament at the end of 2005 (Decre2(®¥ XlI. 25 of the Hungarian
Parliament). The new concept sets up the principfea more complex spatial
development policy, which must be integrated intoother policies. At the same
time these policies also should be integrated tjindhe development of regions by
the process of decentralization.

2 The act LXXV. of 2004. on the modification of thet XXI. of 1996. on regional development and
physical planning and other related acts went batke way of decentralization, because it abandone
the preponderance of ministries in the memberstdfie;n of Regional Development Councils.
Furthermore this act also established developnmamails on the level of sub-regions.
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The new OTK lays down the spatial perspectivedefdountry, and the long
term objectives in harmony with them. Furthermorediaws up medium-term
objectives and spatial priorities, tools, instibm@l conditions, and contains the
targets of the regions.

The new National Spatial Development Concept caostahe following
innovations in comparison with the National Devetgmt Concept of 1998
(Salamin et al 2005, OTK 2005):

- it is strong committed to accelerate and strengtenpentralization and
regionalism in Hungary,

- it defines a more complex spatial policy, than elvefore: a spatial policy
with widespread functions, integrated into the gahéevelopment policy,

- nearby the objective of decreasing regional disparialso the objective of
spatial efficiency (competitiveness) and sustaiitgbicomes into the
limelight,

- itis founded on cross-border thinking.

In harmony with one of the most important core gipte of the EU regional
policy, the idea of subsidiarity, the National SplaDevelopment Concept of 2005
puts down only such spatial objectives and taskdéctware valid for the country in
general. These objectives of the OTK are resultsa ovidespread consultancy
process with regional development agencies. Tineequt provides wide elbow-
room in spatial planning for the regions on sevaggjregation levels, especially for
NUTS-2 regions. These territorial units are defimsdhe primary aggregation level
in the decentralized development policy. During $patial planning process of the
NUTS-2 regions the general objectives written ie BTK should be considered
compulsory (Salamin et al 2005, OTK 2005).

5. Development poles in the new spatial policy

The National Development Concept (OFK), as an agbiag development concept
fulfills the role of a country strategy was elaltedhin 2005, parallel to the National
Spatial Development Concept. Because of this thetr main findings are the same:
both of them define development poles in Hungary. ih order to ensure that
development is not limited to the area of the @pithe monocentric spatial
structure should be resolved. [...] The whole countuires development poles to
catalyze competitiveness, and which are organianetgs of a harmonious,
polycentric, cooperative town network system. [..UnHary’s development poles
are: Debrecen, Miskolc, Szeged, Pécs,sriGyand Budapest (OTK 2005).
According to the concept, the most important talskhe development poles are to
facilitate innovation activity and help spreadimgavation in the region. They also
should contribute to the decrease of regional disesin Hungary.
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The Decree 96/2005 (XII. 25) of the Hungarian Ranknt on the National
Development Concept and the Decree 97/2005 (XI) &b the Hungarian
Parliament on the National Spatial Development @phalefined Szeged as a
development pole also on the level of legislativevisions with other 4 cities listed
in the decrees (Figure 1).

Figure 1.Regional development poles and axes in Hungary
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Consequently, Szeged, as a defined development pole some other
preferential cities together plays an accentuatdel in the new spatial policy of
Hungary. From the point of view of our researchlgo has to be emphasized, that
both OTK and OFK highlight the increase of capaéity specialized research and
development of the departments that are competenindtigate defined and
significant development (OTK 2005). The core corapee of the development pole
program in Szeged is the biotechnology.

Based on this, in the following part of this paper are going to concentrate
on the city of Szeged. In the next few chaptersaileenhance the most important
milestones from the history of the Municipality &zeged, then some of its
relationships with the most important institutiorf the development pole
competence, the University of Szeged will be suedey
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6. Regime change and the evolution of settlement deepment's local self-
governmental legal background

The regime change challenged people not only oat®nal but also on a local
level: in Szeged, just like in all other commurstief the country, the first general
municipal elections were held in autumn 1990 asigmificant step towards
developing democracy. It put an end to the cousystem and new type of local
self-governments replaced them, which, contrarycdasmmon councils, could be
founded in each settlement.

The political necessity of founding local self-gawments, which have their
own rights, wealth and income sources, met thenatiand international economic
and professional efforts started on this issue ra¢vgears before. The new
legislation overthrew the whole council system]ding on municipal traditions and
historical values instead. Dr. Balazs Horvath, 8ecy of the Homeland of the
Antall-government initiated that the Act LXV. of 99 should include those basic
requirements that are contained in the 1985 mualidtharta of the Council of
Europe, and that Jozsef EOtvos, the Cult and Entunedt Minister of the
revolutionary government of 1848-49 drew up afeli (ETS 1985): We demand
the personal independence to be maintained; we dérttze decisions that are of
interest only for certain segments of citizens,doample a town or the inhabitants
of a county, to be made only by those whom theseiess concefi
(MKOGY 1990a)

The major basic requirement and the quintessenctheofnew local self-
government system is municipal independence, chgrige local self-governments
into owners and economic organizations, which coptdceed to settlement
development based on local interests.

7. The economic grounds of local self-governments’ delopment sources in
the 1990s

The economic background of local self-governmehéd became legitimate by the
democratic elections radically changed in comparigothe council system. At the
change of the regime, the Act LXV of 1990 signifids changed the conditions of
settlement management and placed it on a new basis.

From this point, local self-governments had theingoroperties, and could
manage their own budgetary incomes and expensependently. In addition, they
could alienate items that had been taken away frenstate property and had been
given to the municipalities (such as roads, instihs, buildings, barracks etc).
It was a milestone for settlement development bezaettlements suffering from
lack of financial sources could use their propsrts a collateral when asking for
development aids or applying for tenders, or theyld even sell, privatize these
properties. Possessing own financial resources] kedf-governments were able to
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decide on their own settlement’s actuation anddinection of their development
quite independently.

But this kind of independence did not always meamgmete independence in
terms of development tasks in the first half of #8890s. The reason for this is that
the municipalities’ financial operations and theise of sources is strongly
controlled: firstly because the budget of locaf-gelvernments is part of the public
finance, they get most of their financial fundsnfrthe staté secondly because in
case of other supports financed by the public,stiade determines the conditions
how these supports can be used, for example eaethaubsidies and allocatidns
based only on national sources, that were sigmificathis period and that realized
several important investments in Szeged in theféastyears.

8. The new financial sources of the regime change: matization incomes,
earmarked subsidies, real estate barters

In the years following the regime change, Szegeddrt see bigger developments
due to a lack of equity. Similarly to other localfsgovernments, the Municipality
of Szeged, the county capital of Csongrad Courtylct experience not only the
bright side of wealth growth, but also took on & & charges after its own
ownership developed. Firstly the establishmentsco$tmunicipal institutions was
almost an impossible burden for the local authewitSecondly, the only significant
source of income, privatization, which started dmehe possibility to alienate the
local self-government’s properties, meant not angome but also expenses. These
properties were often rather devastated buildings tauilding sites without public
utilities, which had to be upgraded before salemiost cases it meant restoring
building and providing building sites with publitlities.

But in terms of town development and town rehaddilitn, the undoubted
merit of privatization is that the incomes of gailithose properties that had been
given by the state meant almost the only sourcasctbuld finance more significant
projects in the beginning of the 1990s. Due to suwomes several building
reconstructions were started in the city (e.g.ré&storation of DOm square).

In the following years the local self-governmentglependence in decision-
making was damaged by the lack of other developreeutces independent of the
budget. According to the Act LXV of 1990. on locsdlf-governments could

3 The bigger part of the incomes of the local selfagnments consist of state assigned taxes, namnati
contributions of the state budget, local taxespinings of its own economic activities and fees
(MKOGY 1990b).

4 According to the Act 1992. évi LXXXIX. the Hungari Parliament supports some of law defined
local investments in order to stabilize the actiaisthe local self-governments. If a local self-
governments fits to the state specialized criteyistem it gets the earmarked subsidies automaticall
Beyond this adequate the ermarked allocations weaiahle just in competition: in order to get state
subsidies local governments have to create coryefitoject ideas for a ranking list.
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manage local developments in their own jurisdictibat without proper financial
background they could only implement developmevtigch enjoyed central state
support. This statement is confirmed by how theoimes of the privatization of
municipal properties (building sites, buildingsc.gtwere used, as according to
central legislation these incomes could be useg tmlrestore buildings (mainly
residential properties), which were almost the aeliable financial background for
building restorations besides earmarked subsididsaiocations in the beginning of
the 1990s (MKOGY 1990b). It includes the restomatid Szeged'’s historical centre,
which, after the small renovations of the 1980geaped only point wise in the
beginning of the 1990s, and was limited to certastitutional and residential
buildings. From the end of the decade bigger agddri projects were started with
conscious town rehabilitation planning, such asahe billion-forint restoration of
Kérasz street — Klauzal square, the restoratiosoefalled ¥ block within Karasz,
Somogyi, Kelemen and Koélcsey streets, and the 0@maforint rebuilding of the
dual roundabout at Dugonics square and the tramsfosn of Tisza Lajos
boulevard, which were remarkable improvements & tlcity centre’s traffic
conditions.

For the sake of using the available sources indigsty, the local self-
government has often tried to find other ways dlizinng its properties to gain
alternative economic benefits. After the regimeng®s the acquired buildings were
taken into account not only as properties thatadad sold, but they also gave the
possibility for different organizations to join ewmically. The “Universitas
property barter programme” that was started inntigdle if the 1990s by the local
self-government and the university as their firevelopment programme in the
middle of the 1990s serves as a good example &ir thmeant that the university,
which covers the whole of the city’s area, andrthaicipality swaps properties on
the grounds of mutual benefits with the approbatb&zeged’s General Assembly.
Jozsef Attila University and Juhasz Gyula Teachaining College, the legal
predecessors of Szeged University possessed alenomaimber of properties
SZMJIVO (2000).

9. Sources appearing with the pre-accession to the Empean Union (Phare,
ISPA)

The city of Szeged started to work out investmemicepts based on new sources in
the second half of the 1990s. The reason for this tvat the basis of Pre-accession
to the European Union became available such as FHABPA and SAPARD.
From these, mainly the pre-accession programmePHARE and ISPA were
significant from the point of settlement developmegince these programmes —
mainly ISPA — supported mostly cohesive investmethi® main direction of
developments was also limited to remedial projects.
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Due to the shift in the direction of the targefsPBHHARE programmes in
1997, the programme’s funds could also be usedctllirefor institutional
developments and supporting investment (Flamm Bsn2003). In autumn 2003,
approaching the deadline of using the pre-accessiomds, an application was
handed in to restore a square that belonged thisiharical part of the city centre of
Szeged. Competitive factors started to arise asgbahe project as the application
included not only rehabilitation, but also creatmnworkplaces. The reason for this
was the establishment of a biomonitoring systerthatsquare, that monitors the
pollution level of the air, and to operate thisteys, experts had to be trained and
employed, and other new employees were also himedigh cooperation with civil
services and the employment centre, who had to ddiek the renovated park. Thus
the idea of partnership, that is a keystone of ghants of the European Union,
concretely appears in this 1.1 billion-forint prcije

Another important investment of Szeged, which aineedstablish the city’'s
entire sewerage system, was also launched in tbigody Hungary’'s biggest
investment of this kind was implemented from a ltgi@ss budget of more than
23 billion forints, using sources from BrusselsP#S funds, and it meant that
253 kilometres of drainage was built altogethethia city and in the neighbouring
villages that joined to the programme.

The main aim of ISPA was to prepare the countiesitavg the accession to
welcome the Cohesive Fund’s supports, and to shiveoncrete problems of traffic
and environmental infrastructure, that were hintdgrithe accession. So the
supporting programme had remedial aims firstly, aod to improve economic
competitiveness. We mustn't forget though, thatams indirect effect of this
investment, the number of people employed in locahstruction increased
significantly — even if temporarily -, because 80%the contractors working on this
project were local entrepreneurs, this way locgblegers and employees could also
benefit from the rehabilitation, and it also enkdghe budget of the municipality
because of the entrepreneurs’ local taxes (mairdget and communal taxes).
Besides the restored roads and completed drainegens, a further benefit of the
project was the strengthened local entrepreneuns, eould use this work as a
reference and who, this way could apply for simpapjects in other parts of the
country with great chances.

10. Increase in development funds between 2004 and 2006

With Hungary’s accession to the European Union ba f' of May 2004,

unprecedented financial sources became available rational and local
developments. Between 2004 and 2006 675 billiomf®mere available for certain
development priorities in the frame of the NatioBavelopment Concept (NFT).
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According to the basic aimslirawn up in the NFT, there were calls for tendars
five operational programmes (OP): Economic Comippetiess OP, Environment
and Infrastructure OP, Agricultural and Rural Depehent OP, Human Resource
Development OP, and Regional OP. From these OpeedtiProgrammes maostly
GVOP, KIOP, and ROP provided possibility to implemnbigger investments. The
support rates were around 50-80%, but in many cesesg the 10-15% own
funding was also a difficulty. Despite the extendedds, this problem could have
discouraged a lot of local self-governments frorteptial development possibilities,
but the Hungarian government established a tendssilplity based only on
national sources to help the local self-governmenhite ministry of Home Affairs
has called a tender every year since 2004 “to stippcal self-governments’ own
sources for the development tenders of the Europedeon” and it has supported a
lot of local self-governments’ development ide&st tgave fund for the own source
of a successful application for an operative progre’.

In 2005 the Association of National Municipalitidghion’s standpoint on the
T/17700. bill of the 2006 Budget of the Hungariavernment also drew attention
to the problems of local self —-governments’ depaient sources. According to this
bill, the extensive reform of local self-governngnhat could make the operation of
each settlement economical (OOESZ 2005), does mwiectrue again in 2006.
According to the starting point and the acceptédid which was mainly unchanged
compared to the original one, there wasn’t a changee duties and jurisdiction,
the conditions of management regulations remainadichlly unchanged, the
financial conditions were damagdedso for the next budgetary period of the
European Union between 2007 and 2013, the abiitfiftance bigger municipal
investments remained a key question of developpaity.

11. New dimension: the development period of 2007 -2013
Certain chapters of the presently effective natiaevelopment document, “The

New Hungary Development Plan” (hereafter UMFT) avteal the development
possibilities of local self-governments. The 67Bidoi-forint fund available in the

® The National development Plan (2004-2006) dréitse general goals (competitive ecomomy, more
effective human resource and well-balanced spal#alelopment) in order to improve the living
standard sin Hungary (NFT 2004).

® In the year 2005 a municipality managed proje¢hwhe name of ,Integrated Development of the
E-government in Szeged” was granted by the EU. fba@ project budget was 670 million HUF
(appr. 2,3 million EUR). Beyond the 540 million HURJEgrant the municipality got other 78 million
HUF as an own source subsidy from the Hungariane@ouent (SZMJVO 2005).

" According to the Act of the annual Hungarian Budiget2005 the local self-governments got
1349,8 billion HUF (approximately 4,49 billon EUR3 atate financial source which was half billion
HUF less than in the previous year (MKOGY 2005).
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frame of NTF got ten times larger in the period20007-2013 and it provides a
possibility for more specific aims (Table 1).

According to the Decree 96/2005 (XII. 25) of thengarian Parliament on
the National Development Concept and the Decre@08% (XIl. 25) of the
Hungarian Parliament on the National Spatial Dgw@lent Concept defined Szeged
as a development pole also on the level of legiglgirovisions with other 4 cities
listed in the decrees. The long term aims of UM3brioadening employment and
ensuring permanent growth. As for the latter osepeding to the UMFT Integrated
Settlement Development Strategy, the support fer ékonomic growth of the
settlements that are development centres predoesinatostly in polycentric,
cooperative settlement network system (UMFT 20016). ensure a long term,
balanced spatial development, there is a needmpensate the capital’'s economic
dominance and to change the monocentric strucfutleeacountry, which they want
to establish with functionally assigned settlemesmtsl emphasized developments
based on technological innovation. This idea wiseraveakened later, in the phase
of planning and social discussions, but becaugbeotentral role of 5 “pole cities”
the possibility of some key investments (based pan equity) didn’'t disappear.
As a matter of fact, cities that are assigned apetitive poles do play a key role in
determining their area’s competitiveness with ti@iiovation potential.

Table 1.0Operational Programmes of The New Hungary Developitan (UMFT)

Financial
Priorities Operational Programmes Sources
(billion HUF)
1. Economic development Economic Development OP (GOP) 690,0
2. Transport development Transport OP (KOZOP) 1703,2
3. Social renewal Social Renewal OP (TAMOP) 966,0
Social Infrastructure OP (TIOP 538,9
4. Environment and energy Environment and Energy (KEOP) 1140,0
developments
5. Regional Development OPs of the 7 regions of Hungary 1609,4
West Pannon OP
Central Transdanubia OP
South Transdanubia OP
South Great Plain OP
North Great Plain OP
North Hungary OP
Central Hungary OP
6. State reform State reform OP 140,7
Electronic Public Administration OP
(AROP)
Co-ordination and communication of the Implementation OP (VOP) 87,2
New Hungary Development Plan
TOTAL (billion HUF) 6875,4

Source own construction on the basis of UMFT (2007, 32.}
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Although UMFT also underlines the importance oftleatents and the
settlement system from the point of competitiveringhis case, it is probable that
these settlements have also come to the front & cd other kinds of project
concepts’ central and EU funds — usually developiasjc settlement functions.

12. Summary

The reform of the institutional system in the Hurga spatial development takes
place very slowly. The institutional system set fgr the access was not
consequently built on institutions of regional deypenent, which disappointed the
regions (Szal6 2006). The effective establishmérh® seven NUTS-2 regions has
not been achieved yet, though some encouragingteff@ppened. 86 of the act
XCII of 1999. on the modification of the act XXI @D96. ordered to set up regional
development councils, hereby the regional framewmak been defined by legal
means. Some competences and tasks have been délegatgional level, but the
regions possess neither elected representativesamofinancial resources, although
those later two are very important from the poiftview the European Unions
definition on regions.

The correct usage of some core principles (dederdtian, subsidiarity,
partnership) requires the reconsideration of dewishaking competencies, to
decentralize the power, to strengthen the autonomyhe local communities
(Rechnitzer 1998b). The institutional frameworktloé spatial policy in Hungary is
strongly attached to public administration, espicito the counties. Economic
development is unfortunately only second prioritytihe distribution of financial
resources, entrepreneurs are not able to enfoeteititerests. The counties hesitate
to be partners of each other, although an effigeatial policy requires a successful
concentration of forces on each territorial level.

References

ETS 1985:European Charter of Local Self-Government (15.85)9European treaty series
No. 122, Strasbourg.

Flamm Benedek, L. 200&ulcs a sikeres Eu-s palyazatokhéztagallamok tapasztalatai és
gyakorlata Eurdpai Unié Munkacsoport Kdézhaszni Diakegyes@atapest.

Hajdud, Z. 2001: Teleki Pal tajelméleti munkassagidrajzi Kézleményekl-2, pp. 51-64.

Horvath, Gy. 1998Az Eurdpai Unid strukturalis és kohéziés politikéak hatasa a magyar
teriilet- és telepiiléspolitikar®SZT-ICMA-USAID, Budapest.

Lados, M. 2001: A terileti tervezés kihivasai sekdvenes években Magyarorszagon: a
teriiletfejlesztési stratégiak kialakitasatol a paogozasig és az értékelésitgr és
Tarsadalom2, pp. 25-69.

MKOGY 1950:1950. I. tv. (I. TanacstorvényMagyar Népkoztarsasag. Budapest.

MKOGY 1954:1954. X. tv. (Il. Tanacstorvénylagyar Népkdztarsasag. Budapest.



48 Miklés Lukovics — Tamas Besze

MKOGY 1990b: Az 1990. LXV. Tv. a helyi 6nkormanyzatokrdl. 80§. ([Rlagyar
Kdztarsasag, Budapest.

MKOGY 1990a: Dr. Horvath Balazs 68. szamu parlamenti felsz6lal§$990.07.02.).
Orszaggyilési naplé, Budapest. Letoltliet http://www.parlament.hu/naplo34/
018/018tart.html

MKOGY 2005: Magyarorszag 2006. évi koltségvetési torvénye (26DSII. (XI11.19.).
Magyar Koztarsasag, Budapest.

NFT 2004:Nemzeti Fejlesztési Terv (NEFNagyar Koztarsasag Kormanya, Budapest.

OFK 2005: Orszéagos Fejlesztéspolitikai Koncepci6é/2005 (XI1.25.) Ogy. Hatarozat.
Magyar Orszaggdilés, Budapest.

OOESZ 2005:0rszagos Onkormanyzati Erdekképviseleti Szovetségjékfoglalasa a
Magyar Koztarsasdg 2006. évi koltségvetélsérszol6 T/17700. szamu
térvényjavaslatnak a helyi énkormanyzatokra vonabtk@zabalyairél (Targyalasi
szam: a T/17700) sz6l6 anyadgydapest.

OTK 1998: Orszagos Terlletfejlesztési Koncepci6/1898 (111.20.) Ogy. Hatéarozat.
Magyar Orszaggilés, Budapest.

OTK 2005: Orszagos Teriletfejlesztési Koncepcio/20@5 (XI1.25.) Ogy. Hatarozat.
Magyar Orszaggdilés, Budapest.

Rechnitzer, J. 1998a: A helyi dnkormanyzatok fefkidsse az Eurdpai Unié regionalis
politikdjanak fogadasara. In Csefkd, F. (eBY-integracio — onkormanyzatok |
OSZT-ICMA-USAID, Budapest.

Rechnitzer, J. 1998 erileti StratégiakDialdg Campus, Budapest—Pécs.

Rechnitzer, J. — Lados, M. 200A: terlleti stratégiaktél a monitoringigDial6g Campus,
Budapest-Pécs.

Salamin, G. — Péti, M. — Czira, T. 2005: Paradigafidé kiiszobén. Az (] teruletfejlesztési
koncepcio és a terlleti tervezéerileti Statisztikab, pp. 423-439.

Sipos, A. 1993Reformok és reformtdrekvéselsadrosban Budapesti Negyed, Budapest.

Szald, P. 2006: Az alap mellé épiilt hRalu, varos, régiol, pp. 7-11.

SZMJVO 2000: A 42/2000 (1.14.)Kgy. hatarozat a szegedi egyetem és az 6nkormanyzat
kozott létrejott Universitas ingatlancsere-progranegallapodasrél Szeged Megyei
Jogu Varos Kozgjlése, Szeged.

SZMJIVO 2005;,Szeged integralt e-kormanyzat rendszerének feges? elnevezéisprojekt
tamogatasi szetrése (Azonositdo: GVOP-4.3.1.-2004-06-0007/4.0), GKM-
SZMJIVO, Szeged.

UMFT 2007:Uj Magyarorszag Fejlesztési Terv (UMFTYlagyar Koztarsasag Kormanya,
Budapest.



Public Goods, Private Interest and Altruism

Ferenc Mozsar

This study shows through an example of a publiddix®@ commodity, that the market might
possibly provide the commodity even when therenisivalry in its consumption and the
exclusion of non-payers is costly. The actionshef iharket actors motivated by private
interest both on the demand and supply side maglerepublic (eg. government) decision
unnecessary, and thus the necessary welfare lossesciated therewith (like taxation,
public choice, allocation of resources, particulaterests) can be avoided. | will also show,
that altruistic behaviour — which is, in a way quistant from the logic of the market — does
not necessarily enhance efficiency.

Keywords: public goods, altruism

1. Introduction

Economic theory and practical evidences show, pratate demand for public
goods, which is, the individuals’ willingness toypand the supply of these goods
frequently results in socially suboptimal quantfythese goods. Economic theory,
however, clearly suggests possible solution mosti@time as well. This solution is
typically not a kind of centralised decision medkan that appears a plausible
solution, but there are generally methods that lsanactivated, devised by the
entrepreneur on the supply side. It is always atesto consider these methods, as
in this case we do not have to calculate with tlEdaction costs and other
efficiency losses linked to the public provision tbEse goods (costs of taxation,
allocative losses in connection with realisationpatrtial interests). In this short
paper | would like to illustrate my above view thgh an example of an arbitrarily
chosen public good-like commodity. As a by-prodatithis simple model it can
also be shown how, under certain circumstancedoaes not matter whether self-
interested market behaviour is accompanied byiglictbehaviour.

Well-known definitions for a public good mentioln-rivalrous consumption
(Samuelson 1955, Mansfield 197%jn-excludability(Fisher 2000, Pearce 1993),
extern effect§Buchanan — Stubblebine 1962, Cornes—Sandler 1888yisibility
(Stiglitz 2000) of the good and possildgvernmental provisioifRodda 2001) as
differentiating characteristic.| will now take non-rivalry as a sole important
characteristic of a public good, which also medwas tongestion will not happen in

1 On the notion of public goods in detail see MoZ2803).
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spite of a growth in the number of consumers. Nxoiuglability as a frequently
mentioned attribute of a pure public good will bentled as &econd condition
which might go together with the first, but it réésun different kinds of problems. It
can also characterise private goods, and shoultidoelled differently. A third
dimension of the public good problem is whetherdbed in question is discrete or
continuously divisible. In the first case, we ohigve to make a ,yes-no” decision,
or more of this kind consecutively, in the otheseaecision have to be made about
the quantity too. In this paper | will investigate perfectly discrete good, the
consumption of which is non-rivalrous, there isammgestion and non-payers can
only be excluded at prohibitively high cost.

In this sentence most of the papers that | am awBreould have said that
non-payers araon-excludablebut the main problem is thégh cost of exclusign
not the technical impossibility of exclusion. Thyson-excludability” in reality
means, that taking on the cost of exclusion leads gocially not efficient outcome,
since the costs associated with exclusion wouldnn@egreater burden on society
than the potential loss associated with solutidimvang free riding (where loss
results form suboptimal allocation of resourcesfam supply provided by the
government) or with the altogether failure of sypplToo costly” exclusion
techniques may hinder the market altogether froadyeing the good. In this case
the entrepreneur has to discover or invent lestlycescluding techniques. But if
exclusion is currently indeed ,too costly”, the pitidlity of free riding has to be
considered and one should investigate, whetheafgrisolutions could possibly lead
to efficient outcome under the circumstances.

2. The case of a single potential buyer

In the most simple case there exasie and only oneonsumer whose reservation
price exceeds the production cost of the good iastion. In such cases it is
possible, that this person alone provides the pufiod by herself. The only
condition for this to happen is, that her disutilfenvy) resulting from others’ free
riding should not decrease heet welfare from consuming the public good below
the production cost of it, and that she should Ure shat without her contribution
the public good would not be produced at all. Imeotwords, she has to haperfect
informationover the others’ willingness to pay. The onlyaatl thing to do for her
is to produce the public good, access to whiclois the same as it would be with a
private good. The positive value others attachhte good now does not play any
role, since the good is assumed to be discrete@mgestion effects are ruled out.
This kind of solution is does in fact happen fregje in the reality,
especially in the case of public goods of smalue” The probability of this kind
of solution is higher as the intensity of prefemsdn the group become more

2 Someone or other from the block will eventuallit #ze frozen sidewalk.
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differentiated. Intensity of preferences is oft@tedmined by the status, for example
by the wealth of the individual, and the more itliferentiated, the more probable it
is, that there exist someone in the relevant gmlnpse valuation exceeds the public
good’s cost of production. It is clear, that therenceal estates one has, the higher
she values a prospective decrease in real estafaga public good), and the more
she is willing to sacrifice to win the decision reek (legislators) to this case.
~small” actors are thus fairly able to exploit tfieg” actor or actors, as we shall see
later (Olson 1971).

3. More than one potential buyers

The situation is more difficult if there aneore than onectors in the relevant group,
whose valuation exceeds acquisition costs of thdigpgood, because this opens up
for them a way to free ride. In this case, it i$ todally certain, that the good will be
acquired at all (Hindriks—Pancs 2001). bahdicate the utility of the public good to
any consumer, an@ the cost of acquisition. Let us assume, that C for every
member of the group! If a member of the group i®sthatno othermember will
provide the public good, it is rational to her tmaire it herself. Her net utility than
is b —C. If she succeeds in free riding, however, herutiity will be b. The course
of action she will take is dependent on the retabietween theertainb —C and the
expected when free riding. Precondition for a successfakfride is the existence
of at least one actor in the group, let us calldiguist — as opposed to tregoist
free rider — who is willing to finance the publiogd unconditionally whenever
b > C holds. Let us suppose, that the relevant group imndom subset of a
population where the ratio of egoistsefe O (0,1)F.The likelihood that in a group
of n> 2 there is no altruist is thaf and thus obviously the likelihood of there being
at least onaaltruist is 1 —€". If we look at the situation from the point of wief an
egoist, than the likelihood of there being at least altruist among the others is 1 —
€™ It is rational for her to abstain from acquiritig public good if

b-Cs<(1-€"Hb (1)
Forn = 2 this is true ff

%Ze )

In this case, the likelihooddn, €)], that the public good will be produced
equals to the likelihood of there being at least altruist in the group.

7An,e) =1-¢€". (3

% See (Goeree et al 2002) on the relationship betatarism and group size.
4 And if it holds forn = 2, than it also holds for any group larger thzat.
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According to this, the likelihood of actually pradog the public good
proportional to the size of the group and invergebportional to the ratio of egoists
in the population. The former relationship seemsdotradict the results of Olson
whose opinion is, that small groups are more ssfaks providing public goods
than bigger ones (Olson 1997), but notice, thahis model the utilitied derived
from using the good by the members of the groupdependent of the size of the
group (as | assumed there be no congestion), whane@lson’s model theum of
the member’s utilitieZb;(n) is constant.

What happens, if the original population is moreistic, or the cost-benefit
ratio more favourabl@ With suitably chosen parameter values the rdtagoists in
the population will excee@/b, that is

%<e. (4)

In this caséb —C > (1 —e”‘l), and sincee < 1 andC > 0, there exist a critical
group sizen so, that

b-C>(1-8&%b for everyn <n” and

b-Cs(1-éb for everyn=n'.
Solving the inequatiob — C< (1 — &7%)b for n one gets

=14 In(C/b) -
Ine

()

Critical group size is thus biggéne less favourabléhe cost-utility ratio is,
and the smaller the ratio of egoists in the baspufation. There are two
possibilities:

1. if n=n*, then the existence of at least one altruishm group is very likely,
so the dominant strategy for the egoists is nopayp, that is, to free ride.
The probability of the production of the public gois the same (1 €) as in
the previous case.

2. if n < n* then one egoist is going to pay, the others rase Symmetric
behaviour is not a possible equilibrium, since wsuaned > C, so payment
of one single person is enough for the public gmbte produced. It is also
not a possible equilibrium that no one pays, sineeC> (1 —€")b. Let us
denote with p the probability that a given (egaistberson will not pay!
Who does pay will earn a net utility bf—- C Who does not pay will earn net
b utility if someone else does pay, and 0 otherwlse likelihood that one
member of then — 1 size group (,the others”) will pay is 1 ep(*", which is
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the sum of the likelihood of ,there is at least cal&uist’ (1 —€™) and
»although there are no altruists, at least ondnefdgoists will eventually pay”
[ —p™ )]

If b—C>[1-(ep)Yb than the probability of one egoist paying will
increase, otherwise it will decrease. In equilibriu
b—C=[1-(ep)b,
and in that case:

ep= (%jn_lfor everyn<n. (6)

The decrease (increase) of altruists is, in thi® ¢@hem < n" ande > C/b
offset by the increase (decrease) in the egoisilihgness to pay, thus the right
hand side of the equation is constaiihe likelihood of the public good actually
being produced will be then independent of thellefaltruism:

He,n)=1—-ep", (7)
that is: e,n)=1- (%jl (8)

The probability of the public good actually beingoguced is inversely
proportional to the size of the grofip.

In the former 1) case the smaller the ratio of stgain the population and the
larger the size of the group, the more likely it tisat the public good will be
produced. The precondition of a certain productérthe public good is théotal
absenceof egoists or an infinitely large group. Theseutsss signify whatan
entrepreneurshould do: she should lower the ratio of egoisithin the group or
raise the size of the group concerned. In my opinibe “magnitude” of egoism is
directly proportional toC/b whereas the “feeling” of belonging to the concerne
group is inversely proportional to it. Lowering tlests of providing the public
good, which is a typical task for an entrepreneuit] lower the probability of
egoistic behaviour, and higher private advantagss@ated with the existence of
the public goodlf) can raise the size of the group. The private aidgges associated

® As a remindere is the ratio of egoists within the populatigris the egoists’ likelihood of not paying.
Arrise in the ratio of egoists means an increaseand their higher propensity to pay means a deereas
in p.

¢ AssumingC/b = 0,5 the probability of the public good actudllying produced igte, n) = 0,75 when

n =2 andre, n) - 0,5 whem - .
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with the existence of the public good can be supplged with various “selective
incentives” Olson mentions (Olson 1997). These ctete incentives are non
collective goods, the individual usage of whichc@nditional on taking part in
financing a public good, and thus can be an effectbol in organising latent
groups. In my opinion such private goods that carused by members of a group
can, in addition to their functions mentioned bys@i, induce people to be part of
the group, which in turn make them interested iovigling the public good that
enhances welfare of the group. | do not therefake the relevant group as given,
this is why we can speak here of the “feeling dbbging to a group”. It is one of
the tasks of the entrepreneur to generate andgstiem this kind of feeling in
prospective consumers through informing them, mliog complementary goods or
in other ways.

In case 2) the more probable the actual produatiothe public good the
smaller theC/b ratio, and the smaller the concerned group. k¢hse the perquisite
for the certain production 8= 0/

In the above model we cannot reach the reassuongluesion that under
realistic circumstances voluntary contributions easure the provision of the public
good whenever the sum of private valuations isdrighan the cost of providing the
good. This (ex post) efficiency condition is maybéoo strict one too according to
Menezes et al. (Menezes et al 2001). It is in f@attvery appropriate to evaluate the
“goodness” of an allocation mechanism on a binaighér good or bad) scale.
An alternative evaluative method can be, as theeafentioned authors also suggest
is to measure the probability of actually providihg public good, once provision is
otherwise effective

4. No potential consumer

The situation gets even more difficult, if no membéthe group has a high enough
willingness to pay as to finance the public googsrethough its existence would be
Pareto-efficient, that is

b <C, for everyi, and: nb > C.

The contribution of any single player is insufficiein this situation to
guarantee for her the availability of the publiodoHer contribution is than useless
if not enough other players other than her conteland meaningless if the public
good is financed without her contribution anywayeTreal question here is the

" Lower costs will modify the reaction of the playemder some circumstances. It can happen, that it
lowers willingness to pay, and thus it will not dge the likelihood of the public good’s production
(Menezes et al 2001).

® 1t would be good to use this kind of evaluationgieneral, whenever the efficiency of allocative
systems, market structures are considered.
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probability of hers being the pivotal contributidtiow probable is it, that the public
good will not be produced without her contributidmyt it will with it? Let us
investigate first the case whan= 2,b; =1 (i = 1,2) and 1 € < 2. Denoting: the
contribution of thei-th person to the costs, the public good can banfiad if
2¢c =C.

If the players haveerfect informatiorregarding the valuation of the others,
than any contribution so th&-1 <c < b; = 1 can lead to the efficient outcome, to
the procurement of the public good. The symmetntcame is naturally the
Ci=C= C/2.

Considering now the case of less than perfect imddion, let us assume, that
any player values the public goodat 1 with a probability of 0,5 anlg = 0 with
the same probability. While everyone is perfecthhaee of her own valuation, as to
the others everyone knows only this probabilitytribsition. Depending on what
happens with the contributions paid if the publand is not produced due to the
behaviour of the other, two cases can be distihgdigMenezes et al 2001).

a) In the first ,game” if2¢c = C the public good will be purchased, but the
potentially positive sunkc; — C will not be refunded (but will remain the
profit of the producer). In the case X4 < C, however, the contributions are
paid back. This variation is called subscriptiormga The symmetric Nash-
equilibrium in this game is, that everyone contrifsc; = O if the good is
invaluable, anda; = C/2 whenever the good is valued at The outcome will
always be Pareto-optimal.

b) In the other game; ¢ < C is a sufficient condition to prevent the purchabe
the good, but the money paid in already will notreunded. This kind is
called contribution gan& The contribution of player 1. is obviously zefo i
b, = 0. How much is she willing to pay, if she valdlkes good at 1? In case of
a contribution ofC/2 the public good will be purchased with a probgbof
50%, which means an expected value of %z, thus xpeated net utility is
% — C/2 < 0. Maximal contribution from each player is ¥hich is not
sufficient to finance the public good, as we asaliie> 1. The resulting
outcome will not be efficient

This simple, two-player model with binary valuasooan be generalised to
N > 2 players or to cases in which the valuatiorthef players is characterised by
continuous probabilistic variables of known digiition (Menezes et al 2001).
More complicated models bring up many new issueksnaake lots of new insights,
but in our case they all mark pretty much the sgmalh as our above compact

® Nash (or Nash-Cournot) equilibrium means, that yome’s choice is optimal, given everyone else’s
choice. This means, that no one wants to altestnategy ex post.

10 Typical examples of this are when the contributan unconditional donation or physical work.

1 Further models that assume non constant contibsifn (Menezes et al 2001).
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model. More general analysis also supports thergujtg of the subscription game

over the contribution game just as it is confirnmethboratory experiments. Perhaps
our opinion is not fictitious, that in contributiogame situations secondary
(,selective”, if you like) incentives like self-etm or prestige play a greater role
than potential benefits from the public good itséfhis is suggested by the
significant national differences in donation habits subscription games, however,
the contrary can be assumed.

Let us now assume, that from a group of n at leasiv< n members have to
contribute to the production of the public goodr Boe sake of simplicity let us
again fix the amount of contribution @per person. Denoting witin, the number of
contributors in the group af, the probability that there is exacthy,; = w — 1
contributors in any group af — 1 (the ,others”), that is, the player in questie a
pivotal contributor is:

n-1
prob(m _, =w-1) = ( ](ep)“w (1-ep™, 9)
w-1

wheree denotes again the ratio of egoists within the petmn, andp the
probability that an egoist will not pay. The in@ifénce condition for a given group-
member, assuming contribution game is:

prob(m , =2w-1)b-c= prob(m _, = w)b. (10)
Subtracting the right hand probability from botties and rearranging we get:
prob(m , =w-1b=c. (11)

In the equilibrium:
n-1 c
ep d-ep T =—. 12
[W_lj( DT A-ep™ =1 (12)

The probability also, that in a group mbnly m <w members contribute, and
therefore the public good will not be producedhie sum of probabilitiesn = s,
s<w

(s=1, ...,.w=1), thatis:

w-1{ N
(en) = ;[Sj(ep) L-ep). (13)
The probability of the public good being producgdhan obviously:

T (gn) =1-1"(en) =1- g(g(ep) l-ep’. (14)
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Because of (6)pis constant, the altruist/egoist ratio again dussaffect the
probability of producing the public good. This patiility will decrease as the group
size increases until (Hindriks—Pancs 2001), above that this probabiligreases.
Increase in the number of necessary contributas décreases the probability of
the production of the public good.

5. Conclusion

The task of the par excellence entrepreneur issttder opportunities by which she
is able to enhance net social welfare, and cotetard for her doing so from those
who enjoy this enhanced welfare. Every situatiommmmnly discussed under the
topic of ,market failure” is thus an opportunity toarket players. An environment
should be created, where the entrepreneur can teachoal, and at the same time
also fullfills her social function (,invisible hafid

In this paper we investigated a public good, whgchn eclatant example of
market failure, and three possible relevant groUys.assumed a public good in the
consumption of which — in our terminology: natwal there is no rivalry, no
congestion effect, and excluding non-payers wouddsbcially inefficient due to
exclusion costs. We analised a (relevant) groupyhiich at least one member’s
willingness to pay exceeds the production coshefpublic good, then one in which
this holds for more members and lastly one in wttlel provision of the public
good is conditional on common financing.

In the more complicated cases (2. and 3.) we poimtet those factors
— cost/benefit ratio, group size, selective incgrgi— which an entrepreneur could
modulate, thus making the opportunity to enhancdanes also an opportunity to
earn money. We also pointed out, that in the amdl@tuations the not so market-
conform altruistic behaviour do not necessarily @ame the efficiency of the
allocation.

Of course most of the public goods that are gelyevadwed as such can have
many other specific characteristics (congestiorglughability of non-payers) that
bring up newer problems and call for new solutidrtse objective of this paper was
solely to show, that thespr{vate) opportunities can in fact exist.
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“Analyse this” — Cluster-mapping in Szeged and
Csongrad County

Réka Patik

As cluster-mapping — identifying potential and 8®g clusters in a region’s economy — has
found its place in foreign literature, several attgts have been made in Hungary to reveal
the economic structure of the country, a speciigion or county, and to find their high-
points. Despite the fact that an effective regioonllocal development process with the
rational use of the resources at hand ideally nebdsoutputs of a thorough study revealing
the true drivers of the economy, in practice thelkib of cluster-mapping is often ignored.
The reason is the difficult and problematic adajotatof the tools introduced in the foreign
literature: statistical databases have their shortungs, primer data collection is rather
costly.

An inquiry into Szeged and its subregion and Csaad@ounty has been done on the
basis of this toolkit, however. Besides the awasenef deficiencies and difficulties, this
study gives results based on exact data. Thesdtganay also form the starting point of
further studies. The economic structure of the aegis analysed from different aspects,
which together lead to certain consequences and tsthe identification of the potential
“Human resource”, Construction and various procegsindustry clusters of the region. The
study shows some possible ways for the univetsignter the regional development scéne.

Keywords: cluster-mapping, cluster policy, perifieegions, regional concentration

1. Introduction

Several countries’ and regions’ economies answayaglchallenges with the spatial
concentration of economic activity. It has beenvprb that spatial proximity
provides such advantages (positive local exteres)itto the regional economic
actors, which enhance their competitiveness andoghfor success in international
competition (Lengyel-Deak 2002).

In recent years, the Hungarian economic literalha®turned towards clusters
and cluster-based economic development (Buzas 20@@k 2002, Gecse—
Nikodémus 2003, Lengyel 2001, Lengyel-Dedk 2002)glyel-Rechnitzer 2002).
This study deals with only one segment of buildamgl implementing a cluster-
policy aiming at developing clusters and therefmmpetitiveness. This segment is

U Many thanks to Alice Chapman-Hatchett (InternatidRartnerships Officer, International Affairs
Group — Strategy Division, Kent County Council, UK the language review of this study.
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cluster-mapping. The focus of the study introdubesmethodology from a practical
point of view: adaptability of the mapping toolkinh Hungary, experience drawn
from the statistical data based empirical studgzdged and Csongrad County.

2. Focus and methodology

Demonstrating the commitment of international orgatons towards clusters, a
series of cluster-studies has targeted the regditve. 2002 studies of the LEED
program, however, stated that Hungary had no realustars

(lonescu—Mohring 2002). In 2005 a more sophistitateew was formed
(OECD 2005): between 2002 and 2005 clusters emeigeskveral industries
(automotive, logistics, construction and tourism).

2.1.The region in focus

Csongrad County is part of the South-Great-Plaigi®te at the South-Eastern
border of the EU. This region has the third biggpsepulation amongst the
Hungarian regions (after the Central Region and Nloeth-Great-Plain Region),
according to its territory it is ranked fouftiThe county fits well the row of the
neofordist, peripheral counties in the South-Easterescent of Hungary
(Lengyel 2003). Despite or besides the opiniondcitethe previous paragraph, in
2000 several cluster(-like) initiatives existedhe region (Buzas 2000):

1. ,DEL-THERM” Union including three heat- and theeriechnology firms;

2. a textile-industry reintegration program with thartxipation of science
institutions, led by HUNGARN Fon¢ Ltd.;

3. the textile industry subcontractors’ coordinati@mize at Eurotex Ltd.;

4. co-operations in IT, the agrarian sector (,onioseagation”, organic farming)
and biotechnology.

The 2-digit SIC-code (division-level) analysis ahgloyment data of the
Hungarian regions and counties (Gecse—Nikodémus3)2Ghows an over-
represented presence of food-processing and teixtilastries here. The food-

! For a general review of the toolkit please se&R2005), for the detailed methodological desauipt

of the present study please see Patik—-Dedak (2005).

2 Based on www.nepszamlalas.hu/hun/egyeb/hnk2008k#dad1_2.html. Download: 27th February
2006 (Population data refer to 1st January 2004tdeal data to 1st January 2005.)

The South-Great-Plain Region itself (18.338%is a bit bigger than the Walloon Region of Belgium,
and a bit smaller, than Niederdsterreich in Austs for the population (appr. 1.3 million inhalits),

it almost equals the Champagne-Ardenne region amd&, or Estonia as a whole. Csongrad county
with its territory of 4.262 krhcould be compared to Luxembourg or the Danish kjbmunty, its
population of approximately 425 thousand peoplegsats the Belgian Leuven or the ltalian Parma
regions. The county has around 73 thousand empayee registers 34 thousand enterprises.
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processing concentration is probably due to theiogrfactory of Szeged, the grain
mill industry, meat processing (in Szeged, Csongnddl Szentes) and winemaking
(in Csongrad, Mérahalom). Textile-industry is prase almost every bigger town
(Hodme®bvasarhely, Szeged).

Significant employment concentrations of Csongradurly have been
revealed in the chemical industry (plastics, péfti, paints, varnishes and rubber
products) and china-production (Hodrtveasarhely).

Spatial concentrations do exist in Hungary; clisstee being formed with the
adaptation of foreign best practice. The privatet@ehas built several clusters,
which are promoted and supported by the governméngé South-Great-Plain
clusters with governmental subsidy (these mighpiesent in the region in focus)
(Gecse—Nikodémus 2003):

1. Textile Cluster;

2. Public Works and Road Construction Cluster;
3. Tourism Cluster;

4. Handicraft Cluster.

The present study is unique in a way, as it useéigid-SIC-code (class-level)
analysis on subregional and county level, workirithh\a complex system of indices
and criteria. More detailed and accurate resuéésaaraited accordingly.

2.2.Methodology

All empirical studies should start with an operatidefinition of the phenomena to
be measured. The literature documents dozens stectdefinitions, based on
different theoretical background etc. (Gordon—Ma€a000, Martin—Sunley 2003).
Two basic approaches are agreed to set the themrbackground: economics and
business studies (Phelps 2004).

Taking these two cornerstones into consideratiais, dtudy is guided by the
second one. But choosing cluster-definition doesssutely define the theoretical
background and the terminology to be used: it & definition which selects the
applicable tools from the cluster-mapping methodpldA definition, which serves
well the aims of the mapping process, is decisoretifie measures describing the
concentration of economic activity (i.e. employmentrnover, number of
enterprises) and also for the spatial approach,thehegeographical, social,
economic, cultural etc. These are the critical stdaes of the mapping procedure
(DeBresson—Hu 1999). Accordingly, the alternativ@yvef cluster-development is
chosen in this study (Bergman—Feser 1999).
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3. Defining the methodological framework

Before getting deeper into the facilities providgdthe toolkit of cluster-mapping,
several decisions have to be made, as seen abexgniBn—Feser 1999). Taking the
cited train of thought into consideration, the daling pages deal with the aim of the
research, the cluster-definition used, the indmed methods used, and finally the
consequences drawn.

3.1. Aims and cluster-definitions

As a first step, we have to investigate the reg@he developed, we have to set an
aim for development, which is delivered by the pamgs and strategies of the region
finalised in the late 90s (MTA RKK ATI 1998, DARFI999). These documents
unitedly stress that there is a need to adjustenigiducation to the economic
structure. As a combination of the objectives @& tkgion and the university the
baseline of the current research is the followittglaunch the knowledge-based
economy of Szeged and Csongrad County, to enh&ecenovativeness of the
region, with the active participation of the Uniséy of Szeged.

Quite agreeably, the university can have an infleeon the economy of
Szeged and its region with the knowledge producetiused inside its walls, with
its research capacity and infrastructure, withrtée technologies created by or with
the help of the university. Enright’'s definition9@8) describes these initiatives the
best, however, the definition of Lengyel and DeZB0R) is also remarkable for the
stress on the role of the drivers of local econobhst. our cluster-definition be the
following according to thesea local/regional driver of the economy, where the
enterprises operate with shared infrastructure,dab pool and knowledge-base,
using division of labour.

This definition ensures geographical proximity gowith features, which
implicitly assume the existence of co-operating asgpporting institutions
(university, technology-transfer organisations)etés a consequence we can expect
that it will guide the mapping activity and will lpein choosing the adequate tools
from the methodology.

3.2. Methodology options

Before going deeper into the introduction of thelkd, it is important to emphasize

that we are going to deal with the mapping of piétrclusters — no matter which

index or method we use. A real cluster can be ifledtas a result of a multi-step
analytical process. Using the chosen method ord#éte at hand potential clusters
are identified which need to undergo further analyldsing one single method will

not result in a reliable output. Based on this we going to see how the keywords
of the definition can be investigated with the eliint methods.
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Finding the drivers of the economy leads us topitudlem of measuring the
concentration of economic activity. An economiciatit presumeably drives the
regional economy, if it has a dominant role in deenomy and shows considerable
growth. It should also be a traded industry. Thet two aspects can be derived from
added value, the share of employment and the nupofbenterprises. The share of
export can feature the traded characteribtics

As mentioned before, the definition implicitly cairts spatial proximity,
geographic concentration. During the researchfdature is assisted by the source
of the data-set: all data refer to Szeged, the &kegbregion and Csongrad County.
In the following pages the keywords of the clustefinition are “translated” into
indices and analytical methods (a-g), thus fornttmg methodological frame of the
mapping.

a) Share of added value, growth of added valddded value is hard to
investigate along 4-digit SIC-codes or on subregjidevel. The data-collection of
the Hungarian Central Statistical Office (HCSO)resents the county level and the
2-digit SIC-code depth. No more detailed data aeélable, that is why the drive of
the economy cannot be analysed well enough thraddkd valué

b) Employment dataEmployment data are expected to reveal the eciznom
structure of the county and subregion through thpleyment share of the different
economic activities, showing the size of the comrtabyour-pool. The most often
used index in this case is the location quotidrg, tQ-index, exhibiting economic
specialization. The LQ-index based on employmenta des referred to as
“employment-LQ”" in the future, to distinguish ibfm other LQ-indices.

Despite the constraints of the usage of the emptoyrhQ (see Brenner 2004
for more details), this index was the central toblthe British cluster-mapping
project (Miller et al. 2001). In Hungary a similarethodology assisted Gecse and
Nikodémus (2003). These two projects had quitesdiffit value limits when setting
the evaluation criteria, when deciding an econoaaitvity’s being a high-point or
part of a cluster. Differences exist moreover ia depth of the dataset, the territorial
level in focus — both studies serve as a guiddtinghis mapping, though.

Beside employment-LQ another important index is thkange of
employment. This latter has its own problems, tibas easily influenced by the
number of enterprises, productivity, capital adeguaechnological level of the
economic activity investigated. However, the gragvitumber of employees might
mean the growth of the critical mass.

¢) Number of enterprises, change in the number ofrgrises An attractive
option for the comparison of the number of entegsiin different regions might be

3 Certain economic activities are able to attracbine into the region, although their output is not
tradeable, so it won't add to the export data:itvoy higher education, R&D. These activities ought t

be investigated more thoroughly.

4 Based on consultations with the experts of the Hring Central Statistical Office, Summer and
Autumn 2004.
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the use of the general LQ-index filled with entesprdata — the “enterprise-LQ". An
enterprise-LQ above 1 shows relatively more eniggprin an industry than the
national average. However, the number of enterpiisalifferent regions may vary
according to the regions’ economic structure. Théemrise-LQ — the relative
number of enterprises as a mapping tool — couldhiséeading: caution is required.
It is important to conclude that the enterprise-l@l definitely not show the
specialization of the region, but it gives a goaddt lon the size-structure of the
economic organisations (more precisely: of the ayerrelative size of the economic
organisations). That is why it is going to be uasda secondary index, to elaborate
the view of the economy given by other, “more takd tools.

More information on an economic activity is givery the number of
enterprises, and the change in the number of ergesp Here also it is not so much
the size of the industry, but the structure, whichints. In Hungary these indices
can be perfectly used, data are fully availablenftbe HCSO.

d) Export The RCA-index (revealed comparative advantagesg umainly in
world economy) can be considered as an LQ-indeax, Itchas the same structure,
filled with the appropriate export-data, and it wisothe specialization of a region
illustrated by the export activity. The “export-LQ8 not often used on a regional
level, but as the output-side reflection of the myment-LQ it was worth
introducing it.

Its usage in Hungary is difficult; a rather limitedries of data is available on
the 4-digit SIC-code level. As a consequence, th@oe-LQ is only used as a
complementary tool.

e) Qualitative case-studiegQualitative case-studies might reveal several of
the keywords in our cluster-definition: shared astructure, knowledge-base,
division of labour (appearing as transactions ammagjonal actors, input-output
relationships). They make hardly measurable chariatits less elusive.

As several foreign case-studies are available tati@ye is an opportunity for
benchmarking, one might collect the distinguishifeatures of an industry’s
clusters. It is also possible to recognize thodeastructural and institutional
ingredients which make the clusters function andrikh, or the presence of which
might indicate the existence of a similar clusterHungary. Porter’s diamond is
often used when this method is chosen (RoelandtHaetog 1999, Lengyel 2000).

f) Number of patentsThe birth of shared technology could be tracedthe
number of patents. Together with the patent ciatim the USA this indicator is
appropriate for following the spreading of techmgiés and for finding the shared
technology base (Jaffe et al 1993). Hungarian adiaptis influenced and hindered
by the discrepancy of the Hungarian patenting sysie compared to the American.
The patents of the Csongrad County organisatiorghtmieveal the innovative
activities of the region, though.

g) Transactions and relationships among the regioneloes Analysing
division of labour and the value chains equals niepping of both spatial and
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economic proximity, provided that the data investiggl refer to the appropriate
territorial level. This comfortably leads us to rmeg the expectations recorded in
the cluster-definition. Two elements of the mappiagl-kit are widely used here:

input-output analysis and graph-analysis, but tptale case-studies have the
potential of revealing transactions and relatiopshtoo. All three are part of the
OECD-recommended methodological range (RoelandtHedetog 1999).

The input-output analysis is well known in Hungdbengyel-Rechnitzer 2004).

Unfortunately, for the region in our focus no iMouitput matrix is available, and

creating our own matrix would require additionadoarces.

Graph analysis (usually based on input-output wed)i would give a nice
illustration of the region’'s economy (see i.e. Lkaiken 2001, p. 284.). The
difficulties of its usage lie in the matrix itsefs explained earlier. That is why these
methods are not easy to use in Hungary.

4. Adapting the methods in Hungary — data and methaological setbacks

The previous paragraphs have proved that the pateritisters of Szeged and
Csongrad County can be analysed mainly from twessigémployment and the
number of enterprises. These are completed byxtheredata to sophisticate the
results. The identified potential clusters coulddsed by qualitative case-studies in
the future.

After the overview of the Hungarian statistical atases with regard to the
territorial level and “depth” (number of SIC-codmgits) of the data, the following
indices can be used to map Szeged and CsongradyGoumerits:

1. employment-LQ,

2. share of regional employment,

3. enterprise-LQ,

4. number of enterprises and its change,
5. export-LQ.

4.1. Data imperfection

The different employment patterns of certain indastand economic activities
(i.e. outsourcing) might distort the value of thaptoyment-LQ. Thus the real size
of an industry is certainly bigger than shown bg tlata. A similar problem is — as
pointed out by Gecse and Nikodémus (2003) — thatHIESO does not collect
employment data from the organisations with lesmth people. The number of
employees in organisations with 4-49 people ismedtd, as a result there is a
possibility of imperfection.

The use of the export-LQ is made more difficultthg fact that the HCSO
collects export data exclusively from the procegsimdustry firms with more than
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50 people. Moreover the act on data protection ipishthe declaration of data in
economic activities with 3 or less actors. It nasmur data s&t

When interpreting the export-LQ it should be nothdt the HCSO takes
export as transporting goods outside the bordéfusfgary. As a result, export data
are incapable of showing trade among the regioeswnties, and traded industries.

Further data imperfection derives from the deficierof the industrial
classification system: not every economic activityeplaceable with one or more
SIC-codes, mainly the activities of the “new ecogtnareative industries etc

Some data are collected according to the locatitimers according to the
premise of an enterprise; some refer to Szegedroth the Szeged subregion.

4.2. Methodological shortcomings

Methodological shortcomings derive mainly from aggation, the decision on the
value limits and the choice of the benchmark ompthiat of reference.

Aggregation influences mostly the LQ-indices anel share of the economic
activities. The minimum size of the different atttes on different territorial levels
must be defined carefully. This is also true foe tiifferent levels of industrial
classification aggregations.

Choosing the value limit means giving the valuaofLQ-index, from which
the given economic activity is considered relevanitoncentrated. Theoretically,
this limit is 7, but in practise caution is required (Brenner 3004e limit for the
employment-LQ should be above 1.

The differences in the employment patterns are taobe ignored in the
empirical analysis, though, mainly when analysingartp of Hungary.
The employment ratio of the Hungarian regions wageeatly, which distorts the
employment-LQ, when having the whole of the econ@siya benchmark. In a more
developed region non-traded community-services aver-estimated, traded
activities are under-estimated. In the periphemdions the effect is quite the
opposite. This effect can be eliminated if the @éehdustries serve as a benchmark.

® Although the mere existence of publishable datétself shows the significance of an economic
activity — it means that there are at least theggonal actors with traded products and export/egti
and with more than 50 people each.

® The literature often doubts the ability of the NAGHC-code based analysis) to answer the questions
about a regions economic structure. A basic prolidetinat the classification systems seemingly do no
follow the evolution of the economy: the activitie$ the new economy, creative industries and
biotechnology are not classified. It is true foe tNACE Rev.1.1. of the EU, ISIC REV.1.1 of the UN
and the harmonised Hungarian TEAOR’03, too (KSH 2002

North-America (Mexico, the USA and Canada) has raeetethese problems recently. NAICS (North
American Industrial Classification System) has beerated, renewing the traditional classificatiod a
enhancing the depth of the data (6-digit codegji @003).

” At Gecse—Nikodémus (2003) the regional and colewst value limit for the employment-LQ is 1, at
Miller at al (2001) the regional limit is 1,25, theeal is 5.
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To sum up, in the analysis of the data it is wdrdlving LQ-index limits
above 1, and having traded industries as benchrBatkselecting traded industries
is not an easy task. The literature documents akwsgthods to do that (Stimson—
Stough—Roberts 2002, Porter 2003), these cannoiséed in Csongrad County or
Szeged.

5. Mapping Szeged and Csongrad County

Cluster-mapping in practise puts several problent setbacks into the limelight.
The analysis of Szeged and Csongrad County illiestr@ost of them impressively —
that's why this mapping project might serve as @gline for other Hungarian
mapping approaches.

To return to the train of thought cited and usediera the tools and indices
are defined now, this should be followed by settihg system of criteria, value
limits, the sequence of the tools and indices.

After these decisions are made, the investigatios this way: the first step is
the employment-LQ and the share of regional emptmtusing the economy as a
whole as a benchmark (owing to the problems ofdilingy traded and non-traded
industries). The deficiencies deriving from thiswblemark are expected to be set off
by the combination of several indices and toolse Thapping runs parallel for
Szeged and Csongrad County.

Both employment-LQ and the share of employmentaleulated with 4-digit
SIC-code data for the year 2003 for Szeged andd@adrCounty. In case both meet
the expected value limits, the second step is amaythe number of enterprises.
The data regarding the number of enterprises ar¢héoyear 2004, and these are
also 4-digit SIC-code “deep”. Those classes/addiwitwhich do not match the
employment criteria, are removed from the reseaftlose having deficiency with
respect to only one employment indicator are taabalysed further if they show
enough enterprises. In this case two of three platee the critical mass.

Classes with few enterprises but with good employmadicators might
“suffer” from the unique features of the economatiaty itself. In this case the
enterprise-LQ can answer the question, whethetotienumber of enterprises is a
general national phenomena or a regional charatteri

Another specification for clusters was expectedmuiino A potential driver of
the regional economy should show growing numbenaibrs — indicated by the
annual average growth of the number of enterprisgarding the 1999-2004 period.
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Figure 1.The process of the cluster-mapping

AIM
To launch the knowledge-based development of Szeged
and Csongrad county, to enhance the innovativesfiebs region,
with the active participation of the University $fzeged.

CLUSTER-DEFINITION
A local/regional driver of the economy, where timteeprises
operate with shared infrastructure, technologyoualpool
and knowledge base, using division of labour.

KEYWORDS OF THE DEFINITION
Driver of the economy;
shared infrastructure; shared technology; laboal; gfoowledge base;
division of labour

Facilities provided by the
databases of the Hungarial
Central Statistical Office

Resources available
for research

CLUSTER-MAPPING TOOLS, INDICATORS
Employment-LQ; share of employment,
number of enterprises, average growth of the numbenterprises,
enterprise-LQ;
export-LQ

CLUSTER-MAPPING CRITERIA
Limits of indicator-values; sequence of differemls and indicators

CLASSES (SIC CODES)
Csongrad county: Town of Szeged / Szeged
0123, 0124, 2852, 2924, 4100, 4511, subregion:
4521, 4531, 4533, 4544, 5010, 5131, 4521, 4531, 5147, 7012,
5147, 5153, 7012, 7310, 7411, 7470, 8010,
7481, 7485, 7487, 8010, 8042, 8512, 1740, 2521, 2811, 2852,
8513, 8514, 9262, 2924, 3430
1512, 1533, 1740, 1752, 1772, 1822,
1930, 2010, 2513, 2521, 2621, 2811,
2923, 2953, 3310, 3430, 3614

POTENTIAL CLUSTERS
Groups of economic activities (SIC classes) fitting criteria

QUALITATIVE STUDY
Testing the potential clusters

Source:own construction
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The limits of the indicator-values as a set oferi#d have been defined
according to the foreign and Hungarian mapping tac More combinations of
value limits were tested to result in an acceptahlmber of activities, regional
“high-points”. It was also expected that the seecbnomic activities resulted from
this research should include industries with expagacity.

The set of industries left at the end of the precdwuld be further analysed
by qualitative case-studies, so as to group themm potential clusters, to reveal
connections, co-operations among them etc.

After testing different sets of limits of indicatealue, Csongrad County
showed 27, Szeged (and its subregion) showed SclBk3es which correspond to
the criteria. (More than in the case the Britishth®r Hungarian Gecse—Nikodémus
values were used.) These classes are to be supptshi®y the activities with export
data as a second row. Grouping into clusters has dene with the analysis of the
content of the SIC-codes, lacking a qualitativeeestsidy (Figure 1).

6. Results

Results and experiences appear in two fields: sagei of the methodology and the
development of Szeged and Csongrad County.

Methodologically the most conspicious difficulty svthe quality of the data,
which slowed down the whole mapping process. Thagdtian system of SIC
codes was altered in 2002, and the modification meisonsequently applied to the
data (comparing those from 1999 with the more reoems for example). Another
disadvantageous factor was the lack of data. Inesoases no employment data
were published in spite of the fact that the nunddfeenterprises was much higher
than the limit for data-protection (it is three mgntioned earlier). Altogether 192
activities were analysable on the county levelpB3he town or subregional level —
all of the different data were available only iresk cases from among the 518
4-digit SIC-code activities. Of course using thdides separately was possible for
more than 55 or 192 activities.

We have now come to the point where the activitiggg the system of
criteria are to be investigated further (Table &l @&y On the whole in Szeged and
the Szeged subregion five potential clusters agatified: the Construction Cluster,
The Human Resource Clust@ncluding activities contributing to the developnt
and “maintenance” of the human resource of theorggihe Metal and Machinery
Cluster, the Textile and Footwear Cluster, andRtestic Cluster.
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Table 1.Potential clusters of Szeged

Namelof Economic activities chosen through the Percentage o Percenftagelof
potential employment enterprises in

cluster mapping process in Szeged Szeged

4521 General construction of buildings and civil
engineering works

Construction 4531 Installation of electrical wiring and fittings 3,99 4,68
7012 Buying and selling of own real estate
Human . .
8010 Primary education 3,82 0,30
resource
2811 Manufacture of metal structures and parts of
structures
Metal and 2852 General mechanical engineering
machiner 2924 Manufacture of other general purpose 1,31 1,24
y machinery n.e.c.
3430 Manufacture of parts and accessories for motor
vehicles and their engines
Textile and 1740 Manufacture of made-up textile articles, excep
0,00 0,02
footwear apparel
Plastic 2521 Manufacture of plastic plates, sheets, tuhds a 0,00 0,03
profiles
5147 Wholesale of other household goods 0,40 0,32

Source:own construction

Meanwhile the county has a more wide-ranging preingsndustry character.
The activities named at Szeged are present withhmuore 4-digit SIC-code
classes. On the county level the clusters of Szegedo be completed with the
Meat Cluster, the Business Services Cluster, amdrthits and Vegetables Cluster
(There are some SIC classes, which couldn’t hawn lggouped into any of the
clusters, although they met all the criteria.) Ehedusters are obviously only
hypothetical, regarding the cluster-definition la tbeginning of this study. As long
as an appropriate qualitative case-study confirhesr texistence, the living co-
operations, division of labour and transactionsidmsa cluster, it is a mere
assumption.

Critical mass (in employment and number of enteg®) is performed on
county level by the Construction and the Human ResoCluster. A critical mass
in employment is perceived in Metal and Machindvieat, Textile and Footwear
(Table 2).

® The region has unique features, too. For exanmglemployment-LQ of the manufacture of cordage,
rope, twine and netting is extremely high, but thember of enterprises is very low, just like the
number of employees. The foreign cases take thigtgcas part of the textile cluster — followingis
practise it becomes a strong point of the regieatanomy, making it special among the others.



66

Réka Patik

Table 2.Potential clusters of Csongrad County

Name of
potential
cluster

Economic activities chosen through the
mapping process

Percentage of Percentage of
employment in enterprises in
the county

the county

Human
resource

7310 Research and experimental development on
natural sciences and engineering

8010 Primary education

8042 Adult and other education n.e.c.

8512 Medical practice activities

8513 Dental practice activities

8514 Other human health activities

9262 Other sporting activities

12,69

6,48

Construction

2010 Sawmilling and planing of wood;
impregnation of wood

3614 Manufacture of other furniture

4511 Demolition and wrecking of buildings; earth
moving

4521 General construction of buildings and civil
engineering works 7,71

4531 Installation of electrical wiring and fittings

4533 Plumbing

4544 Painting and glazing

5153 Wholesale of wood, construction materials
and sanitary equipment

7012 Buying and selling of own real estate

7,73

Textile and
footwear

1740 Manufacture of made-up textile articles,
except apparel

1752 Manufacture of cordage, rope, twine and
netting

1772 Manufacture of knitted and crocheted
pullovers, cardigans and similar articles

1822 Manufacture of other outwear

1930 Manufacture of footwear

5,27

0,62

Meat

0123 Farming of swine
0124 Farming of poultry 4,36
1512 Production and preserving of poultrymeat

0,54

Metal and
machinery

2811 Manufacture of metal structures and parts of
structures

2852 General mechanical engineering

2923 Manufacture of non-domestic cooling and
ventilation equipment

2924 Manufacture of other general purpose
machinery n.e.c.

2953 Manufacture of machinery for food,
beverage and tobacco processing

3430 Manufacture of parts and accessories for
motor vehicles and their engines

5010 Sale of motor vehicles

4,27

2,19
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7411 Legal activities

Business 7470 Industrial cleaning

services 7485 Secretarial and translation activities
7487 Other business activities n.e.c.

2,41 6,34

2513 Manufacture of other rubbed products
Plastic 2521 Manufacture of plastic plates, sheets, tubes 1,30 0,06
and profiles

1533 Processing and preserving of fruit and
vegetables n.e.c. 0,73 0,61
5131 Wholesale of fruit and vegetables

Fruits and
vegetables

4100 Collection, purification and distribution of
water
2621 Manufacture o_f ceramic household and 0.92 0.05
ornamental articles
5147 Wholesale of other household goods 0,44 0,26
3310 Manufacture of medical and surgical
- - - 0,31 0,30
equipment and orthopaedic appliances
7481 Photographic activities 0,04 0,21

1,11 0,06

Source:own construction

Szeged has much less of a critical mass in antsqfdatential clusters. Most
considerable concentrations are the Constructiontlam Human Resource Clusters
(Table 1). Assumably, on a subregional or municieakl it is not really worth
searching for clusters, it is at least the coustel, where clusters with a critical
mass are identifiable.

An interesting feature appears in connection witedged: the centre of the
county shows concentration only in those activjtieswhich the county does so,
too. Szeged might be outstanding in activities lyanheasureable with the
traditional SIC-code based data.

Although the aim of the mapping included the prdomf innovation, too,
real innovative clusters have not been recognifieds true however, that the
methodology itself was not favourable enough forowative clusters. Traditional
industries were identified, dominantly in the pregsiag industry (Figure 2). On one
hand, it gives the university a clear view abowt 8tructure and nature of the
region’s economy and educational needs, on the bt the university might find
innovative partners and demand in the innovatigensmts of the clusters identified.

With knowledge of the economic structure and degwslent of the
South-Great-Plain Region and Csongrad County, sujgposed to be a region with
(potential or latent) traditional, processing inmysclusters and drivers of the
economy. The university cannot ignore the innowafiactor, but realistically one
should not expect to find extensive innovative tietsships embedded in the region.
Although Szeged considers biotechnology and diffet@gh-tech activities as a
breakout, these are not statistically measureaideaae not dominant segments of
the economy at present.
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Figure 2.Potential clusters of Szeged and Csongrad County

Csongrad county
Human resource
Construction

Textile and footware
Meat

Metal and machinery
Business services
Plastic

Fruits and vegetables

Human resource
Metal and machinery
Textile and footwar.

Plastic

Source:own construction

Education and research are important parts of &womal employment.
Consequently, the university promotes the countg #re town with its input-
effects, as a passive regional role-player. Withtare active university strategy the
institute will be able to promote the other potahtiusters, too.

7. Summary

All regions desire clusters. These economic strestuare ideally created
spontaneously, however, their development is sotgbe supported in direct and
indirect ways from various levels. This is a sdrpessure on the regions, any form
of clusters or high-tech activities is a value-atideature in the competition for
relocating big companies and development resoUrc@uster-mapping is a
methodology, a tool-kit and process to supportemisg a realistic image on the
regions. Via the adaptable part of this tool-kitdetailed but not too surprising
picture has been received of the region. It is lvanentioning that the processing
industries are dominant as usually in the neofordrs (half-)peripheral regions
(Enyedi 1999, Lengyel 2003), but we have to list thctivities supporting the

® Referring to the motion picture “Analyse this” miemied in the title of this study, one might as well
think that “the Robert de Niro of regions” gets ervous breakdown because of the pressure and
necessity of becoming a high-tech region, regasdiéds talents and desires.
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development and maintenance of the human resoulorgside with the
construction industry.

To summarize, the selected industries show a oertaincentration /
specialization (LQ-indices and the number of entegs were used to show it), and
also growth (through the number of enterprisesindtns that the features ascribed
to the drivers of the economy, moreover the ciitliass behind the shared labour
pool and infrastructure is proven in case of thiepibal clusters. Export contributes
to the driver image, and is an atribute when idgntj the traded activities,
therefore to the range of activities derived frdma other indices has been completed
by the exporting industries.

This method did not indicate on the 4-digit SIC-edevel the following
activities appearing in earlier researches andatnies: heating and thermo-
technical activities, the plant breeding part ot thgricultural sector (except
processing and distribution), a large number ofmeegs of the food processing
industry, some areas of the chemical industry, leantticraft (the latter cannot be
measured statistically anyway).

Regarding the clusters of the region it is worttnsidering that the local
involvement and embeddedness of the enterprisateldan the South-Great-Plain is
extremely low (Buzas 2000). Based on this we haveetaware that the dominance
in the economic structure of the region does natesgarily mean that a given
activity will be the core of a cluster built on spaneous co-operation and deeply
embedded in the local and regional economy. Negks$ls, this should be the way
of progress, even through the economy developitigityoof the university.
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Quo Vadis Hungarian Spatial and Settlement Policy?
Miklos Lukovics — Tamas Besze

The sum of the possible financial resources at lduylg disposal supported by the

European Union between 2007 and 2013, indicatesstrical chance in connection with

the fulfillment of the development objectives, esply the spatial objectives in Hungary.

The optimal utilization of the financial resourcesquires a continued decentralization
process — started in 1996 but refracted in 1999nd @ strengthening of the regional

institutional system. The efficient utilizationtb& financial resources also requires such a
planning mechanism, which considers both the natiospecialities as well as the

international spatial development experiences, @dbased on a wide professional and
political consensus.

The present paper aims to survey the most importalgstones of the Hungarian
spatial policy formation, especially the ones @& #patial- and settlement development. Also
the evolution process of the Hungarian self govemmimsystem is going to be explored,
principally in regards of the relationship betwe#re municipality development and EU
grants. Finally the most important projects of tidunicipality of Szeged will be
demonstrated.

Keywords: regional policy, spatial developmentnimipality development

1. Introduction

Since Hungary's accession to the European Unpatiad planning has come more
and more into the limelight, because financiakaid the European Union is based
on accomplished spatial documents (Rechnitzer-4 &fi®4). Ten years ago, the
Hungarian Parliament accepted the Act XXI. of 1986. regional development and
physical planning. This was a supreme and complegulation of spatial
development in Hungary (Horvath 1998). Its furtimportance is, that Hungary
was the first among the candidate countries to tadihe legal conditions of the
regional institutions relating to the principlesdarequirements of the European
regional policy. According to the act, spatial depenent in Hungary is based on
national and regional planning documents, conceptsgrams, and physical plans
(Rechnitzer 1998a).
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2. Some issues of the Hungarian spatial policy until996

Concerning the analysis of the Trianon Treaty, Rékki was the first Hungarian
who examined the economic effects of spatial meee (Hajdd 2001). According
to him, breaking-up the solid, poly-centric citytwerk of the Hungarian Kingdom
would trigger severe issues for the rest of the dduian territory. The truth of his
statement is confirmed by the fact that nobody d¢awsolve the problem of a
Budapest centered, mono-centric Hungary so far..

The first legislative provision in connection withe spatial- and settlement
development was the Act VI. of 1937. on physicanpiing of cities, housing and
construction. The law obliged cities to completty development plans (Sipos
1993), furthermore compelled cities with high legé exactitude to prepare land
usage plans and general settlement plans. AfterldMMar 11, the Institute of
Physical Planning (the so called TERINT) was bestaldished in 1949. The
general aim of the TERINT was to coordinate sdatial industrialization and
town-planning. Additionally, its task was to registall spatial and settlement
changes, and to prepare several plans. Its signific might be the completion of
the first regional planning works, like the one Zdgyva-valley, Borsodi area,
Baranyai area.

As for local legislation, in 1949 and in 1950 thenGtitution, and later the
first council law introduced a council system thveds completely alien to the
Hungarian conditions, by copying the soviet moddKQOGY 1950). From the
beginning, the major function of this system waad¢oomplish the central decisions
of the white trash dictatorship that aimed to cleasgciety and economy mainly
with means of polity, leaving little local indeplemce. Similarly to the first one, the
Second Council Law in 1954 also rejected the iddaaal municipality (MKOGY
1954). There was a decrease in the councils’ dutieglministration and authority
but the councils’ spatial and settlement develogniasks slightly increased. The
councils were regarded as the lengthened arm ofcéimral state organization
delegated by the monolithic party-centre. In thecalted dual subservience the
centre managed the county by primacy means, thetgounanaged the townships
and most of the towns and the township councilsaged the villages. This local
dependence attached serious lack of local demseratnominal votings and
elections preceding the real free elections. Cduhbciards were politically
insignificant, as council leaders, closed counaketings and closed executive board
meetings decided on important issues beforehant,cuncil meetings mostly just
accepted these decisions. From the aspect of eitglopment, we cannot disregard
that the panel program that started in the secaifdofi the 1960s wasn't based on
local decisions, either.

The decree with legal force of 1955. XXXVI. on tfegulation of town- and
village settlement determined the system of towrd @llage settlement, and dealt
with the notion of regionalism more thoughtfullyath ever before. Due to this
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legislative provision, the number of regional @ancreased significantly from the
end of the fifties. In 1965, the National Settletnddevelopment Plan was
completed, which surveyed Hungarian settlements atevelopment trends. In
1970, the National Settlement Development Concegd wvorked out, which was
adopted by the Hungarian government after a widdodi with the local and
departmental authorities in 1971. According to ¢bacept, all the settlements were
classified into development categories. The finginoesources provided for each
settlement were dependent on the category ofdherete settlement.

This dual subservience remained in force duringléter “reforms” of the
council system, the laws did not provide much mimeal independence. The
council system was only the executor of centragpmmes. But these programmes
did not involve local needs that could have givespacial image to settlement
development and that could have implemented depsogs in a way that would
have fulfilled local needs the most. As local regioin did not have any latitude in
other developments either, settlements got poamndr goorer, regardless of their
size.

On the whole, the Hungarian spatial policy befod85Lcan be characterized
with a settlement view instead of a spatial viewisTpolicy was city-centric, which
underplayed the role and importance of territodaits. In this period, the spatial
policy was strongly centralized in Hungary.

From 1985 until 1996, Hungarian spatial policy daa characterized as a
transitional one. The resolution of the Parlianént12/1980-85. aimed to develop
the lagging behind territorial units, so this ldgfive provision was the first, which
declared the spatial view instead of settlementvia the middle of the eighties, it
has been realized, that the development of sepbesttlements is not efficient,
complex territorial units has to be taken into é¢desation and developed. In the
decentralization process of the Hungarian regipnéity, the Act LXV. of 1990. on
the local governments counts as a substantial tmileswhich pronounced the local
demand on decentralization.

From 1991 until 1995, spatial development efforterevsupported by a
separated money fund in Hungary. The Spatial D@veént Fund had a broadly
varied function: to support employment level expamsand economic restructuring
in lagging behind regions, to support the creatibarisis management programs on
the level of regions and sub-regions etc. It wa® aimphasized, that during this
transitional period the regional policy of the Eoean Union was introduced to
Hungary, which started to receive its core priregp(Lados 2001), but its effects
became perceptible only in the next period.
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3. Milestone in Hungarian spatial policy

The adoption of the Act XXI of 1996 on regional d®pment and physical
planning meant a turning point in regional plannirmstitutions, financial and
economic regulation and EU-integration. 1996, teary when the act came into
force is the beginning of the third stage of thengarian spatial policy. This
legislative provision set its regional developmegizals, overall objectives —
therefore the partition of competences betweerPdriament and the government —
in compliance with the regional policy of the Euveap Union. This act forms the
basis of the Hungarian spatial policy (RechnitZ98a).

The Country Report of the European Union in 1998ega very positive
evaluation on the Hungarian regional policy, beeat® adopted act was unique
amongst the candidate countries. One of the mgsbritant significances of the act
was to define and to clear the most important metiof the theme, like region, sub-
region, spatial unit, regional development etctl@mmore the act defined the tools,
financial resources and the institutions of regiod@velopment. The notion of
regional planning was given a high priority alsothe preparation for drawing
Structural Funds and the evaluation of the coualike.

The act set up the possibility of applying the oegil policy of the European
Union by containing the most important core prifespof the EU’s regional policy,
like concentration, partnership, additionality, ioegal applications etc. Furthermore
the act fulfills the requirements of justice, eguéind solidarity, and the general
cohesion objectives of the European Union (HorvE®#8). Dissociation of the
institutions into national, regional, and sub-regiblevel also can be evaluated as a
big step in the efforts of decentralization. Th¢ acdered to complete spatial
development documents first of all on the leveregjions and countiésThis is a
very important issue from economical view, becdieseign direct investment and
enterprise development need a well documented bawgkd, since spatial
documents contain significant information to suppanvestment decisions
(for example about externalities).

The progress of the Hungarian spatial policy cama sudden standstill in
1999. The act XCII. of 1999. on the modification thie act XXI. of 1996. on
regional development and physical planning canvaduated as a withdrawal in the
decentralization efforts in spatial policy. Sigo#nt changes in the membership

1 1n connection with this point of the act, the @olling legislative provisions should be mentioned:

- 184/1996. (XII. 11.) Statutory order on the adoptgrocess of spatial development concepts,
programs and physical plans.
112/1997. (V1. 27.) Statutory order on the inforinatsystem about spatial development and
physical planning.
18/1998. (VI. 25.) Departmental order on the cotsteof spatial development concepts,
programs and physical plans.
23/2001. (Il. 14.) Statutory order on the modifioatof the 184/1996. (XII. 11.) Statutory order
on the adoption process of spatial developmenteqascprograms and physical plans.
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pattern of the Regional Development Councils aréherway back to centralization:
the preponderance of ministries, its right of véte, exclusion of the local economic
actors (chambers, Council of Labour), the membprsbi deconcentrated
organizations (Office of Agriculture) are steps &wds centralization. The European
Union passed strictures on this issue, just ashenirtadequate utilization of the
financial resources: spatial resources have beed as resource replenishment by
municipalities and their institutions so they didt catch their originally intended
target group, the enterprises.

The European Union also crabbed Hungary in conmeatiith the NUTS-2
level regions: the defined seven regions did ntisfyathe criteria of normative
regions defined by the EU: there are not electet}, delegated representatives on
regional level, and the Regional Development Cdardo not have own financial
resources at their disposal.

In 1998, the first National Spatial Development Gept (OTK) was approved
by the Hungarian Parliament (Decree 35/1998 IlIdGthe Hungarian Parliament).
This Concept was the first complex and strategizebigpment document in
Hungary, which was the principal document of Hureyarspatial development
policy, regional development. It gave orientatioor fdifferent instruments of
regional policy, and formulated guidelines in ortiereduce regional disparities. As
a framework document it contains the developmerdgaetives of the country and
its regions, outlines the long-term regional depeient objectives and declares the
guidelines for the elaboration of various develepimprograms. In addition, the
document provided regional planners and stakel®ldeith the necessary
information (OTK 1998).

4. New trends in Hungarian spatial policy

According to the act XXI of 1998.the National Spatial Development Concept
should be analyzed every six year. As a resulirgfet comprehensive evaluations on
the emergence of the Hungarian spatial developnpefity and the regional
processes of the country, a new concept was elebr@nd approved by the
Hungarian Parliament at the end of 2005 (Decre2®# XII. 25 of the Hungarian
Parliament). The new concept sets up the principlea more complex spatial
development policy, which must be integrated intoother policies. At the same
time these policies also should be integrated tjindhe development of regions by
the process of decentralization.

2 The act LXXV. of 2004. on the modification of thet XXI. of 1996. on regional development and
physical planning and other related acts went batke way of decentralization, because it abandone
the preponderance of ministries in the memberstdfie;n of Regional Development Councils.
Furthermore this act also established developnmamails on the level of sub-regions.
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The new OTK lays down the spatial perspectivehefdountry, and the long
term objectives in harmony with them. Furthermorediaws up medium-term
objectives and spatial priorities, tools, instibmtl conditions, and contains the
targets of the regions.

The new National Spatial Development Concept castahe following
innovations in comparison with the National Devetgmt Concept of 1998
(Salamin et al 2005, OTK 2005):

- it is strong committed to accelerate and strengtenentralization and
regionalism in Hungary,

- it defines a more complex spatial policy, than elvefore: a spatial policy
with widespread functions, integrated into the gahéevelopment policy,

- nearby the objective of decreasing regional digiparialso the objective of
spatial efficiency (competitiveness) and sustalitgbicomes into the
limelight,

- itis founded on cross-border thinking.

In harmony with one of the most important core gipte of the EU regional
policy, the idea of subsidiarity, the National SplaDevelopment Concept of 2005
puts down only such spatial objectives and taskdéctware valid for the country in
general. These objectives of the OTK are resultsa oflidespread consultancy
process with regional development agencies. Tineeqa provides wide elbow-
room in spatial planning for the regions on sevaggregation levels, especially for
NUTS-2 regions. These territorial units are defiasdhe primary aggregation level
in the decentralized development policy. During spatial planning process of the
NUTS-2 regions the general objectives written ia TK should be considered
compulsory (Salamin et al 2005, OTK 2005).

5. Development poles in the new spatial policy

The National Development Concept (OFK), as an aeamag development concept
fulfills the role of a country strategy was elaldechin 2005, parallel to the National
Spatial Development Concept. Because of this faett main findings are the same:
both of them define development poles in Hungary. ih order to ensure that
development is not limited to the area of the @pithe monocentric spatial
structure should be resolved. [...] The whole coungquires development poles to
catalyze competitiveness, and which are organianetds of a harmonious,
polycentric, cooperative town network system. [..uUnHary’s development poles
are: Debrecen, Miskolc, Szeged, Pécs,érGyand Budapest (OTK 2005).
According to the concept, the most important taskhe development poles are to
facilitate innovation activity and help spreadimgaovation in the region. They also
should contribute to the decrease of regional disgsiin Hungary.
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The Decree 96/2005 (XII. 25) of the Hungarian Ranknt on the National
Development Concept and the Decree 97/2005 (XIl) @b the Hungarian
Parliament on the National Spatial Development @phalefined Szeged as a
development pole also on the level of legislativevgsions with other 4 cities listed
in the decrees (Figure 1).

Figure 1.Regional development poles and axes in Hungary
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Consequently, Szeged, as a defined development polte some other
preferential cities together plays an accentuatdel in the new spatial policy of
Hungary. From the point of view of our researchl#o has to be emphasized, that
both OTK and OFK highlight the increase of capa#ity specialized research and
development of the departments that are competnindtigate defined and
significant development (OTK 2005). The core corapeé of the development pole
program in Szeged is the biotechnology.

Based on this, in the following part of this paper are going to concentrate
on the city of Szeged. In the next few chaptersmiieenhance the most important
milestones from the history of the Municipality &zeged, then some of its
relationships with the most important institutiorf the development pole
competence, the University of Szeged will be suedey
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6. Regime change and the evolution of settlement degpment's local self-
governmental legal background

The regime change challenged people not only oat@nal but also on a local
level: in Szeged, just like in all other commurstief the country, the first general
municipal elections were held in autumn 1990 asigmificant step towards
developing democracy. It put an end to the cousystem and new type of local
self-governments replaced them, which, contrarycaommon councils, could be
founded in each settlement.

The political necessity of founding local self-gawments, which have their
own rights, wealth and income sources, met thenatiand international economic
and professional efforts started on this issue re¢vgears before. The new
legislation overthrew the whole council system]ding on municipal traditions and
historical values instead. Dr. Baldzs Horvath, 8eey of the Homeland of the
Antall-government initiated that the Act LXV. of 99 should include those basic
requirements that are contained in the 1985 mualidgharta of the Council of
Europe, and that Jozsef EO6tvos, the Cult and Epunzdt Minister of the
revolutionary government of 1848-49 drew up asofe#i (ETS 1985): We demand
the personal independence to be maintained; we dérttze decisions that are of
interest only for certain segments of citizens,doample a town or the inhabitants
of a county, to be made only by those whom theseess concefi
(MKOGY 1990a)

The major basic requirement and the quintessenctheofnew local self-
government system is municipal independence, chgrtbe local self-governments
into owners and economic organizations, which coptdceed to settlement
development based on local interests.

7. The economic grounds of local self-governments’ delopment sources in
the 1990s

The economic background of local self-governmehnét became legitimate by the
democratic elections radically changed in comparisothe council system. At the
change of the regime, the Act LXV of 1990 signifidg changed the conditions of
settlement management and placed it on a new basis.

From this point, local self-governments had theungoroperties, and could
manage their own budgetary incomes and expensepéndently. In addition, they
could alienate items that had been taken away fhenstate property and had been
given to the municipalities (such as roads, instits, buildings, barracks etc).
It was a milestone for settlement development beeaettlements suffering from
lack of financial sources could use their properés a collateral when asking for
development aids or applying for tenders, or theyld even sell, privatize these
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properties. Possessing own financial resourcesa] kelf-governments were able to
decide on their own settlement’s actuation anddinection of their development
quite independently.

But this kind of independence did not always meamgmete independence in
terms of development tasks in the first half of #890s. The reason for this is that
the municipalities’ financial operations and theise of sources is strongly
controlled: firstly because the budget of locaf-gelvernments is part of the public
finance, they get most of their financial fundsnfrthe staté secondly because in
case of other supports financed by the public,stiade determines the conditions
how these supports can be used, for example eaethaubsidies and allocatidns
based only on national sources, that were sigmificathis period and that realized
several important investments in Szeged in thef¢astyears.

8. The new financial sources of the regime change: matization incomes,
earmarked subsidies, real estate barters

In the years following the regime change, Szegeddrt see bigger developments
due to a lack of equity. Similarly to other localfsgovernments, the Municipality
of Szeged, the county capital of Csongrad Couniylcc experience not only the
bright side of wealth growth, but also took on & & charges after its own
ownership developed. Firstly the establishmentsco$tmunicipal institutions was
almost an impossible burden for the local authewitSecondly, the only significant
source of income, privatization, which started dmehe possibility to alienate the
local self-government’s properties, meant not ongome but also expenses. These
properties were often rather devastated buildings tauilding sites without public
utilities, which had to be upgraded before salemiost cases it meant restoring
building and providing building sites with publiglities.

But in terms of town development and town rehaddilitn, the undoubted
merit of privatization is that the incomes of gailithose properties that had been
given by the state meant almost the only sourcasctbuld finance more significant
projects in the beginning of the 1990s. Due to suwomes several building
reconstructions were started in the city (e.g.ré&storation of DOm square).

In the following years the local self-governmentglependence in decision-
making was damaged by the lack of other developreeatces independent of the

3 The bigger part of the incomes of the local selfagnments consist of state assigned taxes, namnati
contributions of the state budget, local taxespinings of its own economic activities and fees
(MKOGY 1990b).

4 According to the Act 1992. évi LXXXIX. the Hungari Parliament supports some of law defined
local investments in order to stabilize the actiaisthe local self-governments. If a local self-
governments fits to the state specialized criteyistem it gets the earmarked subsidies automaticall
Beyond this adequate the ermarked allocations weaiahle just in competition: in order to get state
subsidies local governments have to create corygefitoject ideas for a ranking list.



Quo Vadis Hungarian Spatialand Settlement Policy? 81

budget. According to the Act LXV of 1990. on locs¢lf-governments could
manage local developments in their own jurisdictibat without proper financial
background they could only implement developmevtigch enjoyed central state
support. This statement is confirmed by how theoimes of the privatization of
municipal properties (building sites, buildingsc.gtwere used, as according to
central legislation these incomes could be useg tmlrestore buildings (mainly
residential properties), which were almost the aeliable financial background for
building restorations besides earmarked subsididsalocations in the beginning of
the 1990s (MKOGY 1990b). It includes the restomatid Szeged'’s historical centre,
which, after the small renovations of the 1980geaped only point wise in the
beginning of the 1990s, and was limited to certastitutional and residential
buildings. From the end of the decade bigger agddi projects were started with
conscious town rehabilitation planning, such asahe billion-forint restoration of
Kérasz street — Klauzal square, the restoratiosoefalled ¥ block within Karasz,
Somogyi, Kelemen and Kolcsey streets, and the 0@maforint rebuilding of the
dual roundabout at Dugonics square and the tramsfosn of Tisza Lajos
boulevard, which were remarkable improvements af tktity centre’s traffic
conditions.

For the sake of using the available sources indigsty, the local self-
government has often tried to find other ways dlizinng its properties to gain
alternative economic benefits. After the regimeng®s the acquired buildings were
taken into account not only as properties thatadd sold, but they also gave the
possibility for different organizations to join ewmmically. The “Universitas
property barter programme” that was started inntiigidle if the 1990s by the local
self-government and the university as their firevelopment programme in the
middle of the 1990s serves as a good example &ir thmeant that the university,
which covers the whole of the city’s area, andrheicipality swaps properties on
the grounds of mutual benefits with the approbatb&zeged’s General Assembly.
Jozsef Attila University and Juhasz Gyula Teachesining College, the legal
predecessors of Szeged University possessed alenomaimber of properties
SZMJIVO (2000).

9. Sources appearing with the pre-accession to the Empean Union (Phare,
ISPA)

The city of Szeged started to work out investmemicepts based on new sources in
the second half of the 1990s. The reason for this tvat the basis of Pre-accession
to the European Union became available such as FHABPA and SAPARD.
From these, mainly the pre-accession programmePHARE and ISPA were
significant from the point of settlement developmegince these programmes —
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mainly ISPA — supported mostly cohesive investmetite main direction of
developments was also limited to remedial projects.

Due to the shift in the direction of the targefsPtHHARE programmes in
1997, the programme’s funds could also be usedctlirefor institutional
developments and supporting investment (Flamm Bsn2003). In autumn 2003,
approaching the deadline of using the pre-accessiomds, an application was
handed in to restore a square that belonged thisibarical part of the city centre of
Szeged. Competitive factors started to arise asgbahe project as the application
included not only rehabilitation, but also creatmfnwvorkplaces. The reason for this
was the establishment of a biomonitoring systerthatsquare, that monitors the
pollution level of the air, and to operate thisteys, experts had to be trained and
employed, and other new employees were also himedigh cooperation with civil
services and the employment centre, who had to ddiek the renovated park. Thus
the idea of partnership, that is a keystone of grents of the European Union,
concretely appears in this 1.1 billion-forint prcije

Another important investment of Szeged, which aineedstablish the city’'s
entire sewerage system, was also launched in tbigody Hungary’'s biggest
investment of this kind was implemented from a ltgi@ss budget of more than
23 billion forints, using sources from BrusselsP#S funds, and it meant that
253 kilometres of drainage was built altogethethia city and in the neighbouring
villages that joined to the programme.

The main aim of ISPA was to prepare the countiesitavg the accession to
welcome the Cohesive Fund’s supports, and to shiveoncrete problems of traffic
and environmental infrastructure, that were hintdgrithe accession. So the
supporting programme had remedial aims firstly, aod to improve economic
competitiveness. We mustn't forget though, thatams indirect effect of this
investment, the number of people employed in locahstruction increased
significantly — even if temporarily -, because 80%the contractors working on this
project were local entrepreneurs, this way locgblegers and employees could also
benefit from the rehabilitation, and it also enkdghe budget of the municipality
because of the entrepreneurs’ local taxes (mairdget and communal taxes).
Besides the restored roads and completed drainegens, a further benefit of the
project was the strengthened local entrepreneuns, eould use this work as a
reference and who, this way could apply for simpapjects in other parts of the
country with great chances.

10. Increase in development funds between 2004 and 2006
With Hungary’s accession to the European Union ba f£' of May 2004,

unprecedented financial sources became available rational and local
developments. Between 2004 and 2006 675 billiomf®mere available for certain
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development priorities in the frame of the Natiobevelopment Concept (NFT).
According to the basic aimslirawn up in the NFT, there were calls for tendars
five operational programmes (OP): Economic Comipetiess OP, Environment
and Infrastructure OP, Agricultural and Rural Depehent OP, Human Resource
Development OP, and Regional OP. From these OpagdtProgrammes mostly
GVOP, KIOP, and ROP provided possibility to implernbigger investments. The
support rates were around 50-80%, but in many cesising the 10-15% own
funding was also a difficulty. Despite the extendedds, this problem could have
discouraged a lot of local self-governments frorteptial development possibilities,
but the Hungarian government established a tendssilglity based only on
national sources to help the local self-governmenite ministry of Home Affairs
has called a tender every year since 2004 “to stippcal self-governments’ own
sources for the development tenders of the Europedeon” and it has supported a
lot of local self-governments’ development ide&st tgave fund for the own source
of a successful application for an operative progre’.

In 2005 the Association of National Municipalitidshion’s standpoint on the
T/17700. bill of the 2006 Budget of the Hungariavgrnment also drew attention
to the problems of local self —governments’ depaient sources. According to this
bill, the extensive reform of local self-governngnhat could make the operation of
each settlement economical (OOESZ 2005), does mwiectrue again in 2006.
According to the starting point and the acceptédid which was mainly unchanged
compared to the original one, there wasn’t a changee duties and jurisdiction,
the conditions of management regulations remainadichlly unchanged, the
financial conditions were damadedso for the next budgetary period of the
European Union between 2007 and 2013, the abiitfiftance bigger municipal
investments remained a key question of developpaity.

11. New dimension: the development period of 2007 -2013
Certain chapters of the presently effective natiaevelopment document, “The

New Hungary Development Plan” (hereafter UMFT) erdeal the development
possibilities of local self-governments. The 67Bidoi-forint fund available in the

® The National development Plan (2004-2006) dréitse general goals (competitive ecomomy, more
effective human resource and well-balanced spal#alelopment) in order to improve the living
standard sin Hungary (NFT 2004).

® In the year 2005 a municipality managed proje¢hwhe name of ,Integrated Development of the
E-government in Szeged” was granted by the EU. fba@ project budget was 670 million HUF
(appr. 2,3 million EUR). Beyond the 540 million HURJEgrant the municipality got other 78 million
HUF as an own source subsidy from the Hungariane@ouent (SZMJVO 2005).

" According to the Act of the annual Hungarian Budiget2005 the local self-governments got
1349,8 billion HUF (approximately 4,49 billon EUR3 atate financial source which was half billion
HUF less than in the previous year (MKOGY 2005).
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frame of NTF got ten times larger in the period20007-2013 and it provides a
possibility for more specific aims (Table 1).

According to the Decree 96/2005 (XIl. 25) of thengarian Parliament on
the National Development Concept and the Decre09® (XIl. 25) of the
Hungarian Parliament on the National Spatial Dgualent Concept defined Szeged
as a development pole also on the level of legiglgirovisions with other 4 cities
listed in the decrees. The long term aims of UM3brioadening employment and
ensuring permanent growth. As for the latter oeepeding to the UMFT Integrated
Settlement Development Strategy, the support fer ¢konomic growth of the
settlements that are development centres predossinatostly in polycentric,
cooperative settlement network system (UMFT 20016). ensure a long term,
balanced spatial development, there is a needrmpensate the capital’'s economic
dominance and to change the monocentric strucfuilgeacountry, which they want
to establish with functionally assigned settlemesntsl emphasized developments
based on technological innovation. This idea wéseraveakened later, in the phase
of planning and social discussions, but becaugbeotentral role of 5 “pole cities”
the possibility of some key investments (based imain equity) didn't disappear.
As a matter of fact, cities that are assigned apetitive poles do play a key role in
determining their area’s competitiveness with ti@iiovation potential.

Table 1.0Operational Programmes of The New Hungary Developitan (UMFT)

Financial
Priorities Operational Programmes Sources
(billion HUF)
1. Economic development Economic Development OP (GOP) 690,0
2. Transport development Transport OP (KOZOP) 1703,2
3. Social renewal Social Renewal OP (TAMOP) 966,0
Social Infrastructure OP (TIOP 538,9
4. Environment and energy Environment and Energy (KEOP) 1140,0
developments
5. Regional Development OPs of the 7 regions of Hungary 1609,4
West Pannon OP
Central Transdanubia OP
South Transdanubia OP
South Great Plain OP
North Great Plain OP
North Hungary OP
Central Hungary OP
6. State reform State reform OP 140,7
Electronic Public Administration OP
(AROP)
Co-ordination and communication of the Implementation OP (VOP) 87,2
New Hungary Development Plan
TOTAL (billion HUF) 6875,4

Source own construction on the basis of UMFT (2007, 32.}
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Although UMFT also underlines the importance oftlegtents and the
settlement system from the point of competitivenaghis case, it is probable that
these settlements have also come to the front $e cd other kinds of project
concepts’ central and EU funds — usually developiagjc settlement functions.

12. Summary

The reform of the institutional system in the Hurig@a spatial development takes
place very slowly. The institutional system set fgr the access was not
consequently built on institutions of regional depenent, which disappointed the
regions (Szalé 2006). The effective establishménh® seven NUTS-2 regions has
not been achieved yet, though some encouragingteff@ppened. 86 of the act
XCIl of 1999. on the modification of the act XXI @B96. ordered to set up regional
development councils, hereby the regional framewmak been defined by legal
means. Some competences and tasks have been délemaegional level, but the
regions possess neither elected representativesamofinancial resources, although
those later two are very important from the poihtview the European Unions
definition on regions.

The correct usage of some core principles (dedeti@an, subsidiarity,
partnership) requires the reconsideration of dewsisnaking competencies, to
decentralize the power, to strengthen the autonomyhe local communities
(Rechnitzer 1998b). The institutional frameworktloé spatial policy in Hungary is
strongly attached to public administration, espicito the counties. Economic
development is unfortunately only second prioritytihe distribution of financial
resources, entrepreneurs are not able to enfoeieititerests. The counties hesitate
to be partners of each other, although an efficgeatial policy requires a successful
concentration of forces on each territorial level.
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Public Goods, Private Interest and Altruism

Ferenc Mozsar

This study shows through an example of a publiddik®@ commodity, that the market might
possibly provide the commodity even when therenisivalry in its consumption and the
exclusion of non-payers is costly. The actionshef harket actors motivated by private
interest both on the demand and supply side maglerepublic (eg. government) decision
unnecessary, and thus the necessary welfare logssesciated therewith (like taxation,
public choice, allocation of resources, particulaterests) can be avoided. | will also show,
that altruistic behaviour — which is, in a way quiistant from the logic of the market — does
not necessarily enhance efficiency.

Keywords: public goods, altruism

1. Introduction

Economic theory and practical evidences show, pratate demand for public
goods, which is, the individuals’ willingness toypand the supply of these goods
frequently results in socially suboptimal quantifythese goods. Economic theory,
however, clearly suggests possible solution mostetime as well. This solution is
typically not a kind of centralised decision medkan that appears a plausible
solution, but there are generally methods that lsanactivated, devised by the
entrepreneur on the supply side. It is always atesto consider these methods, as
in this case we do not have to calculate with tlendaction costs and other
efficiency losses linked to the public provision tbEse goods (costs of taxation,
allocative losses in connection with realisationpatrtial interests). In this short
paper | would like to illustrate my above view tagh an example of an arbitrarily
chosen public good-like commodity. As a by-prodatithis simple model it can
also be shown how, under certain circumstancesdpas not matter whether self-
interested market behaviour is accompanied byisticbehaviour.

Well-known definitions for a public good mentioon-rivalrous consumption
(Samuelson 1955, Mansfield 1975)pn-excludability(Fisher 2000, Pearce 1993),
extern effect§Buchanan — Stubblebine 1962, Cornes—Sandler 1888yisibility
(Stiglitz 2000) of the good and possildpvernmental provisioffRodda 2001) as
differentiating characteristic.| will now take non-rivalry as a sole important

1 On the notion of public goods in detail see MoZ2803).
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characteristic of a public good, which also medwas tongestion will not happen in
spite of a growth in the number of consumers. Nxriuglability as a frequently
mentioned attribute of a pure public good will bentled as &econd condition
which might go together with the first, but it réésun different kinds of problems. It
can also characterise private goods, and shoultdoelled differently. A third
dimension of the public good problem is whetherdgbed in question is discrete or
continuously divisible. In the first case, we ohigve to make a ,yes-no” decision,
or more of this kind consecutively, in the otheseaecision have to be made about
the quantity too. In this paper | will investigate perfectly discrete good, the
consumption of which is non-rivalrous, there isaamgestion and non-payers can
only be excluded at prohibitively high cost.

In this sentence most of the papers that | am awBreould have said that
non-payers araon-excludablebut the main problem is thégh cost of exclusign
not the technical impossibility of exclusion. Thyson-excludability” in reality
means, that taking on the cost of exclusion leads gocially not efficient outcome,
since the costs associated with exclusion wouldnn@egreater burden on society
than the potential loss associated with solutidimvang free riding (where loss
results form suboptimal allocation of resourcesfam supply provided by the
government) or with the altogether failure of sypplToo costly” exclusion
techniques may hinder the market altogether froadyeing the good. In this case
the entrepreneur has to discover or invent lestlycescluding techniques. But if
exclusion is currently indeed ,too costly”, the pidlity of free riding has to be
considered and one should investigate, whetheafgrisolutions could possibly lead
to efficient outcome under the circumstances.

2. Thecaseof asingle potential buyer

In the most simple case there exasie and only oneonsumer whose reservation
price exceeds the production cost of the good iastion. In such cases it is
possible, that this person alone provides the pufpiod by herself. The only
condition for this to happen is, that her disutifenvy) resulting from others’ free
riding should not decrease heet welfare from consuming the public good below
the production cost of it, and that she should Ure $hat without her contribution
the public good would not be produced at all. Imeotwords, she has to haperfect
informationover the others’ willingness to pay. The onlyaatl thing to do for her
is to produce the public good, access to whicloig the same as it would be with a
private good. The positive value others attachhte jood now does not play any
role, since the good is assumed to be discrete@mgestion effects are ruled out.
This kind of solution is does in fact happen fregie in the reality,
especially in the case of public goods of smalue” The probability of this kind

2 Someone or other from the block will eventuallit #ze frozen sidewalk.
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of solution is higher as the intensity of prefeesmdn the group become more
differentiated. Intensity of preferences is oft@tedmined by the status, for example
by the wealth of the individual, and the more itliferentiated, the more probable it
is, that there exist someone in the relevant gmlnpse valuation exceeds the public
good’s cost of production. It is clear, that therenceal estates one has, the higher
she values a prospective decrease in real estafaga public good), and the more
she is willing to sacrifice to win the decision reak (legislators) to this case.
~small” actors are thus fairly able to exploit tfieg” actor or actors, as we shall see
later (Olson 1971).

3. Morethan one potential buyers

The situation is more difficult if there angore than onectors in the relevant group,
whose valuation exceeds acquisition costs of thiigpgood, because this opens up
for them a way to free ride. In this case, it i$ todally certain, that the good will be
acquired at all (Hindriks—Pancs 2001). bahdicate the utility of the public good to
any consumer, an@ the cost of acquisition. Let us assume, that C for every
member of the group! If a member of the group i®sthatno othermember will
provide the public good, it is rational to her taaire it herself. Her net utility than
is b —C. If she succeeds in free riding, however, herutiity will be b. The course
of action she will take is dependent on the retabietween theertainb —C and the
expected when free riding. Precondition for a successfakfride is the existence
of at least one actor in the group, let us calldiguist — as opposed to tregoist
free rider — who is willing to finance the publiog@d unconditionally whenever
b > C holds. Let us suppose, that the relevant group imndom subset of a
population where the ratio of egoistse[e O (0,1)F’.The likelihood that in a group
of n> 2 there is no altruist is thaf and thus obviously the likelihood of there being
at least onaaltruist is 1 —€". If we look at the situation from the point of wief an
egoist, than the likelihood of there being at least altruist among the others is 1 —
€™ It is rational for her to abstain from acquirithg public good if

b-Cs<(1-€"Hb (1)
Forn = 2 this is true ff

%Ze )

In this case, the likelihooddn, €)], that the public good will be produced
equals to the likelihood of there being at lea#t altruist in the group.

% See (Goeree et al 2002) on the relationship betatarism and group size.
4 And if it holds forn = 2, than it also holds for any group larger thzat.
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7n,e) =1-¢€" (3)

According to this, the likelihood of actually pradog the public good
proportional to the size of the group and invergelyportional to the ratio of egoists
in the population. The former relationship seemsdotradict the results of Olson
whose opinion is, that small groups are more ssfaks providing public goods
than bigger ones (Olson 1997), but notice, thahis model the utilitied derived
from using the good by the members of the groupdependent of the size of the
group (as | assumed there be no congestion), whéne@lson’s model theum of
the member’s utilitieZhb;(n) is constant.

What happens, if the original population is moreistic, or the cost-benefit
ratio more favourabl@ With suitably chosen parameter values the rdtegoists in
the population will excee@/b, that is

%<e. 4)

In this caséh — C > (1 —€™™), and sincee < 1 andC > 0, there exist a critical
group sizen so, that

b-C>(1-8&Mb for everyn <n” and

b-Cs(1-éb for everyn=n'.

Solving the inequatiob — C< (1 — &7%)b for n one gets

nj=1+In(C/b)>2 5)
Ine

Critical group size is thus biggéne less favourabléhe cost-utility ratio is,
and the smaller the ratio of egoists in the baspufation. There are two
possibilities:

1. if n=n*, then the existence of at least one altruishm group is very likely,
so the dominant strategy for the egoists is nopayp, that is, to free ride.
The probability of the production of the public gois the same (1 €) as in
the previous case.

2. if n < n* then one egoist is going to pay, the others rase Symmetric
behaviour is not a possible equilibrium, since wesuaed > C, so payment
of one single person is enough for the public gmbe produced. It is also
not a possible equilibrium that no one pays, sineeC> (1 —€")b. Let us
denote with p the probability that a given (egaeistberson will not pay!
Who does pay will earn a net utility bf— C Who does not pay will earn net
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b utility if someone else does pay, and 0 otherwlse likelihood that one
member of then — 1 size group (,the others”) will pay is 1 ep(*", which is
the sum of the likelihood of ,there is at least caluist’ (1 —-€™) and
»although there are no altruists, at least ondefeagoists will eventually pay”
[e(1 ~p™)].

If b—C>[1-(ep) b than the probability of one egoist paying will
increase, otherwise it will decrease. In equilibriu
b-C=[1-(ep)b,

and in that case:

1

ep= (%jn_lfor everyn<n. (6)

The decrease (increase) of altruists is, in thi® ¢@hem < n" ande > C/b
offset by the increase (decrease) in the egoisilihgness to pay, thus the right
hand side of the equation is constaiihe likelihood of the public good actually
being produced will be then independent of thellefaltruism:

He,n)=1-ep", (7)
that is: e,n)=1- (%jl (8)

The probability of the public good actually beingoguced is inversely
proportional to the size of the grobip.

In the former 1) case the smaller the ratio of stgain the population and the
larger the size of the group, the more likely it tisat the public good will be
produced. The precondition of a certain productérthe public good is théotal
absenceof egoists or an infinitely large group. Theseultsss signify whatan
entrepreneurshould do: she should lower the ratio of egoisithin the group or
raise the size of the group concerned. In my opinibe “magnitude” of egoism is
directly proportional toC/b whereas the “feeling” of belonging to the concerne
group is inversely proportional to it. Lowering tlests of providing the public
good, which is a typical task for an entrepreneuit] lower the probability of

® As a remindere is the ratio of egoists within the populatigris the egoists’ likelihood of not paying.
Arise in the ratio of egoists means an increaseand their higher propensity to pay means a deereas
in p.

¢ AssumingC/b = 0,5 the probability of the public good actudllying produced igte, n) = 0,75 when

n =2 andre, n) - 0,5 whem - .
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egoistic behaviour, and higher private advantagss@ated with the existence of
the public goodHk) can raise the size of the group. The private aidwges associated
with the existence of the public good can be supplged with various “selective
incentives” Olson mentions (Olson 1997). These céieke incentives are non
collective goods, the individual usage of whichc@nditional on taking part in
financing a public good, and thus can be an effectbol in organising latent
groups. In my opinion such private goods that carused by members of a group
can, in addition to their functions mentioned bys@i, induce people to be part of
the group, which in turn make them interested iovjgling the public good that
enhances welfare of the group. | do not therefake the relevant group as given,
this is why we can speak here of the “feeling dbbging to a group”. It is one of
the tasks of the entrepreneur to generate andgstiem this kind of feeling in
prospective consumers through informing them, mliog complementary goods or
in other ways.

In case 2) the more probable the actual produatiothe public good the
smaller theC/b ratio, and the smaller the concerned group. k¢hse the perquisite
for the certain production 8= 0/

In the above model we cannot reach the reassuongluesion that under
realistic circumstances voluntary contributions aasure the provision of the public
good whenever the sum of private valuations isdrighan the cost of providing the
good. This (ex post) efficiency condition is maybéoo strict one too according to
Menezes et al. (Menezes et al 2001). It is in f@ttvery appropriate to evaluate the
“goodness” of an allocation mechanism on a binaighér good or bad) scale.
An alternative evaluative method can be, as theeafentioned authors also suggest
is to measure the probability of actually providihg public good, once provision is
otherwise effective

4. No potential consumer

The situation gets even more difficult, if no membéthe group has a high enough
willingness to pay as to finance the public googsrethough its existence would be
Pareto-efficient, that is

b <C, for everyi, and: nb > C.

The contribution of any single player is insufficiein this situation to
guarantee for her the availability of the publiodoHer contribution is than useless

" Lower costs will modify the reaction of the playemder some circumstances. It can happen, that it
lowers willingness to pay, and thus it will not dge the likelihood of the public good’s production
(Menezes et al 2001).

® 1t would be good to use this kind of evaluationgieneral, whenever the efficiency of allocative
systems, market structures are considered.
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if not enough other players other than her conteltand meaningless if the public
good is financed without her contribution anywayeTreal question here is the
probability of hers being the pivotal contributidtiow probable is it, that the public
good will not be produced without her contributidnyt it will with it? Let us
investigate first the case whan= 2,b; =1 (i = 1,2) and 1 € < 2. Denoting: the
contribution of thei-th person to the costs, the public good can banfiad if
2c =C.

If the players haveerfect informatiorregarding the valuation of the others,
than any contribution so th&-1 <c < b; = 1 can lead to the efficient outcome, to
the procurement of the public good. The symmetntcame is naturally the
CL=C= C/2.

Considering now the case of less than perfect imddion, let us assume, that
any player values the public goodat= 1 with a probability of 0,5 anlg = 0 with
the same probability. While everyone is perfecthyaee of her own valuation, as to
the others everyone knows only this probabilitytribsition. Depending on what
happens with the contributions paid if the publand is not produced due to the
behaviour of the other, two cases can be distihgdigMenezes et al 2001).

a) In the first ,game” if2c = C the public good will be purchased, but the
potentially positive sunkc; — C will not be refunded (but will remain the
profit of the producer). In the case X4 < C, however, the contributions are
paid back. This variation is called subscriptiormga The symmetric Nash-
equilibrium in this game is, that everyone contrifsc; = O if the good is
invaluable, anda; = C/2 whenever the good is valued at The outcome will
always be Pareto-optimal.

b) In the other gamec; < C is a sufficient condition to prevent the purchase
the good, but the money paid in already will notreunded. This kind is
called contribution gan& The contribution of player 1. is obviously zefo i
b, = 0. How much is she willing to pay, if she valdlks good at 1? In case of
a contribution ofC/2 the public good will be purchased with a probgbof
50%, which means an expected value of %2, thus xpeated net utility is
% — C/2 < 0. Maximal contribution from each player is ¥hich is not
sufficient to finance the public good, as we asdliie> 1. The resulting
outcome will not be efficient

This simple, two-player model with binary valuasooan be generalised to
N > 2 players or to cases in which the valuatiorthef players is characterised by
continuous probabilistic variables of known digition (Menezes et al 2001).

® Nash (or Nash-Cournot) equilibrium means, that yome’s choice is optimal, given everyone else’s
choice. This means, that no one wants to altestnategy ex post.

10 Typical examples of this are when the contributian unconditional donation or physical work.

1 Further models that assume non constant contibsifn (Menezes et al 2001).
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More complicated models bring up many new issu@snaake lots of new insights,

but in our case they all mark pretty much the sgmalh as our above compact
model. More general analysis also supports thergujtg of the subscription game

over the contribution game just as it is confirnmetaboratory experiments. Perhaps
our opinion is not fictitious, that in contributiogame situations secondary
(,selective”, if you like) incentives like self-etm or prestige play a greater role
than potential benefits from the public good itséfhis is suggested by the
significant national differences in donation habits subscription games, however,
the contrary can be assumed.

Let us now assume, that from a group of n at leasiv< n members have to
contribute to the production of the public goodr Boe sake of simplicity let us
again fix the amount of contribution @per person. Denoting witin, the number of
contributors in the group af, the probability that there is exacthy,; = w — 1
contributors in any group aof — 1 (the ,others”), that is, the player in questie a
pivotal contributor is:

n-1
prob(m _, =w-1) = ( ](ep)“w (1-ep™, ©9)
w-1

wheree denotes again the ratio of egoists within the petmn, andp the
probability that an egoist will not pay. The in@ifénce condition for a given group-
member, assuming contribution game is:

prob(m_ =w-1)b-c= prob(m _ = w)b. (10)
Subtracting the right hand probability from botties and rearranging we get:
prob(m , =w-1b=c. (11)

In the equilibrium:
n-1 c
ep T d-ep T =—. 12
[W_lj( DT A-ep™ =1 (12)

The probability also, that in a group mbnly m <w members contribute, and
therefore the public good will not be producedhie sum of probabilitiesn = s,
s<w

(s=1, ...,.w=1), thatis:

(e n) = jz_j@(ep) “-ep (13)

The probability of the public good being producgdhan obviously:
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T (gn) =1-1"(en) =1- g(g(ep) l-ep’. (14)

Because of (6pis constant, the altruist/egoist ratio again doatsaffect the
probability of producing the public good. This padiity will decrease as the group
size increases until’ (Hindriks—Pancs 2001), above that this probabiligreases.
Increase in the number of necessary contribut@ms décreases the probability of
the production of the public good.

5. Conclusion

The task of the par excellence entrepreneur issttoder opportunities by which she
is able to enhance net social welfare, and coteard for her doing so from those
who enjoy this enhanced welfare. Every situatiommmmnly discussed under the
topic of ,market failure” is thus an opportunity toarket players. An environment
should be created, where the entrepreneur can teachoal, and at the same time
also fullfills her social function (,invisible hafid

In this paper we investigated a public good, whihn eclatant example of
market failure, and three possible relevant groWys.assumed a public good in the
consumption of which — in our terminology: natuyalt there is no rivalry, no
congestion effect, and excluding non-payers wowddsbcially inefficient due to
exclusion costs. We analised a (relevant) groupyhiich at least one member’s
willingness to pay exceeds the production coshefdublic good, then one in which
this holds for more members and lastly one in wtthel provision of the public
good is conditional on common financing.

In the more complicated cases (2. and 3.) we poimet those factors
— cost/benefit ratio, group size, selective incergi— which an entrepreneur could
modulate, thus making the opportunity to enhancdanee also an opportunity to
earn money. We also pointed out, that in the amdlgtuations the not so market-
conform altruistic behaviour do not necessarily ame the efficiency of the
allocation.

Of course most of the public goods that are gelyevedwed as such can have
many other specific characteristics (congestiorglugbability of non-payers) that
bring up newer problems and call for new solutidrtse objective of this paper was
solely to show, that thespr{vate) opportunities can in fact exist.
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Measuring the Innovation Performance of Hungarian
Subregions

Zoltan Bajmocy — Izabella Szakalné Kané

Today’s spatial economic processes are heavilyémfted by the conditions of the learning-
based economy. In this peculiar framework one efrttain drivers of regional change is

technological change occurring through the sequemdéeinnovations. Therefore, the

interpretation and measurement of territorial inadion capacity has become one of the
main fields of interest in regional economics; heer the analyses conducted in lower
levels of territorial aggregation raise several inetlological problems.

Present paper aims to analyse and evaluate thevatimn capacity of the Hungarian
LAU-1 subregions on the theoretical basis of thgiaral systems of innovation. We rank the
innovation capacity of the subregions along didtiicnensions and also complexly, then we
carry out the classification of the subregions, amgl also analyse the spatial regularities of
the innovation capacity. In the last chapter wesatpt to shed light on the limitations of the
applied approach in order to discuss the problemhghe usual methods of innovation-
measurement and thus to provide possible futureares directions.

Keywords: regional systems of innovation, measuiringvation capacity, subregion

1. Introduction

In today’s “knowledge-based” or “learning-based’oeemy there exists a close
correlation between innovation capacity and thdérdéssconomic processes of the
different regions. Through learning and innovati@pacity, regions acquire unique
resources that are hard to reproduce and help thgrarform well in the territorial
competition (Storper 1997, Lengyel 2003). Therefogeasping the innovation
capacity (potential) of the different territoriahits has become a field of intense
research.

Although innovation research is primarily not rabten regional science
(Solow 1957, Nelson-Winter 1982, Inzelt 1998, Mavia—Phillimore 2003,
Fagerberg 2005), spatiality has still been clossdgociated to the study of the
innovation process and innovation capacity rigbtrfrthe beginning (Hagerstrand
1952, Moulaert—Sekia 200368y 2005, Lagendijk 2006).

On the one hand, regional science has drawn aitertt the fact that
innovation is a spatial phenomenon which largelypehels on region-specific
resources impossible to reproduce elsewhere (Aab2800, Asheim—Gertler 2005,
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Storper 1997). Consequently, the spatial situateord proximity of players
represents an important determining factor of imtion (Varga 2009).

On the other hand, it also explored that analysistte subnational level
assumes essential importance when exploring thevation capacity (Doloreux
2002, Todtling—Trippl 2005, Hollanders 2006, LengyRechnitzer 2004), since the
innovation potential of a given country may assusaene characteristic spatial
structure and display significant territorial digtias.

The present papedeals with this latter subject area by analyshegdtructure
of national innovation capacity on the level of mgions. The first part of our paper
reviews the interpretation possibilities of regibimmovation capacity together with
the measurement approaches deriving from them. i§hisllowed by introducing
the methodology of our subregional analysis andatestnating the results emerging
from the survey.

Our survey focused on various aspects. On the and,ht aimed to utilize
the experience of the most significant Hungariaah iaternational studies that focus
on the measurement of the innovation capacityroitaeial units. On the other hand,
we intended to gain an overall ranking also cowgtime different subareas that,
beyond comparing the performance of the differemitorial units, can also be used
to identify the relative strengths and weaknes$esgiven subregion. Furthermore,
we intend to offer a categorization of Hungariatregions based on innovation
capacity. Beyond all that, we analyse the reguigaripf the spatial structure of
subregional innovation capacity, the potential l(@peér) effects of neighbouring
subregions.

The final chapter of the paper examines the lingitet of the applied
approach, by which we also attempt to draw attent®m some crucial points that
represent general problems of the measurement agps of territorial innovation
capacity. This also offers potential future reskaticections. Finally, we summarize
our most important findings.

2. Interpreting and measuring the innovation capacityof regions

The innovation process is closely linked to spigiaStorper’'s (1997) concept of
the “regional worlds of innovation” alludes to thishile the different territorial
innovation models (TIM) unfold the same ideas(]2 2005, Moulaert—Sekia 2003,
Lagendijk 2006). Therefore, innovation does notehehave a spatial aspect, but
the spatial situation (distribution) of the playarsd the given regional environment
exercise an endogenous influence on its outcomeg@&/2009).

Regional science has constructed various concefitd) (that aimed to
explain the excelling innovation performance oftaier regions (and consequently
their competitiveness and success). These thdwaigsally provide a description of
the peculiar characteristics of successful regtmmspared to others.
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The concept ofegional innovation system®&IS), that has assumed special
significance among TIM models in relation to expiag innovation capacity, partly
follows this tradition. Besides emphasising spiyialthis approach obviously
carries the attributes of the system models ofvation as well. Compared to other
TIM models, the RIS concept carries one consideraolvantage in terms of the
interpretation possibility of territorial innovatiocapacity. The concept of regional
innovation systems (similarly to national innovatigeystems) derives the innovation
performance of regions from elements that are raptess present in all regions and
differ only in terms of their performance and thmeguency of interactions among
the elements. This way, by reviewing system elemand their relations we may
gain a picture about the innovation performanceefptial) of the regioh

Todtling and Trippl (2005) describe regional innti@a systems as an open
formation, the major elements of which are the gsitesns of “knowledge-
generation and diffusion”, that of “knowledge apption and exploitation”, their
system of relations and the policies influencin takse. Similarly to Cooke’s
(2004) interpretation, they emphasise the socidbeztdedness of RIS. The RIS
concept does have strong institutional and evaligioeconomic roots, thus,
amongst factors influencing innovation activity,eyh review the historically
emerged local institutional and infrastructural ieswment, system of rules and
relations and mechanisms of interest representation

Doloreux (2002) also defines regional innovatiorsteygns as the total of
elements and relations. He classifies the playérgh® system into four basic
categories: companies, institutions, knowledge astfucture and regional
innovation policy. He emphasises interactive laagni knowledge creation,
proximity and social embeddedness as most imposietém mechanisms.

In the course of defining the elements of the negioinnovation system
(and potential at the same time)srp (2005) highlights six categories: R&D
activities of enterprises, relations of enterpris@snovation-related services,
technology supply, policies and regional environmé@onsequently, this approach
in fact includes factors similar to those formemigntioned as well: the system of
knowledge creation and exploitation as well as Maekground conditions and
policies facilitating this.

Although it does not always occur in the systenaditin of RIS elements in
an explicit way, yet, recognizing the role of theckground factors that enable the
learning capacity of players and therefore the inaat adaptation capacity of the
region constitute an inherent part of the approddie concept of the so-called
“smart” infrastructure (Malecki 1997, Stimson et 2006) represents a pattern
widely used for systematizing these backgroundofactThe “smart” infrastructure

1 At the same time, we must note that certain astigimilarly to other TIM models) interpret RIS as
the collection of attributes that distinguishestaier regions in the course of territorial competiti

So according to them, the mere existence of theesyelements is not enough to construct a RIS, since
it also requires the presence of actual regionah{) among the subsystems (Asheim—Coenen 2005).
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embraces physical and “soft” elements as well amykedge-intensive) business
services, which essentially encourages the learcapgcity of the companies in the
region.

Consequently, the interpretation of RIS and theeefeegional innovation
capacity means grasping certain relevant elememnds the system of relations
existing among them. Available approaches pradyiemhphasize the importance of
knowledge creation, knowledge exploitation, thekigasund conditions enabling or
encouraging these (“smart” infrastructure) and tlw®mplex system of relations
existing among themSo essentially, when grasping the innovation cdapauf
regions, reviewing these categories seems effecttvensequently, grasping
innovation capacity requires a complex measuremgotoach.

The majority of practical attempts aiming at theaswwement of innovation
reflect on this. In the literature we can see tugnificantly different approaches
concerning the area of measuring the innovatioiopeance of territorial units.
One of the schoolqgthat seems more dominant in Europe) concentrates
quantifying the elements of the innovation systerd the relations existing among
them. The surveys carried out in the frameworkshef“European Trend Chart of
Innovation” belong here: the different Scoreboagdarts and the methodological
background studies of these (EIS 2007, Arundel-afadiers 2005, Hollanders 2006,
Kanerva et al 2006). Most Hungarian attempts mag ak classified to fall in this
group: Csizmadia and Rechnitzer’'s (2005) surveyentrating on Hungarian cities,
Kocziszky's (2004) study focusing on subregionsNorthern Hungary or the
regularly published reports entitled “Innovation iWestern Transdanubia”
(Csizmadia et al 2008). The strength of these gittemhefinitely lies in the complex
interpretation of innovation — going beyond reskaend development and its
outputs — and the application of the results obimtion system theories, while the
problem of the selection and potential weighting iodlicators represents their
weakness.

At the same time, there exists a substantidiffierent approachn measuring
innovation capacity, where innovation capacityeduced to an indicator considered
relevant (while the rest of indicators are takeo iconsideration only indirectly, in
the light of the relation to this dependent vamdblPorter and Stern’s (2003)
“National Innovation Capacity” index may represéiné best known example of
innovation surveys falling in this family. When kamg the innovation capacity of
countries, they consider the number of patentstegd at the United States Patent
and Trademark Office to be the dependent variabtber indicators are entered in
the National Innovation Capacity index based ontviipe of relation they have
with the dependent variable above (in a regressiodel).

The strength of the approach lies in the relatibgedivity of selecting the
indicators (based on their explanatory power) arslghting them (weight is
provided by the regression coefficient) within thedel. The explanatory potential
of the indicator and the value of the regressioeffaent clearly justify its
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inclusion in the survey. However, the weaknesshef @approach derives from the
same aspect, since the selection of a single bigeld dependent variable poses
considerable problems; in fact, it equates innovatd invention. Furthermore, it is
difficult to find a dependent variable that coujoply almost equally well to a wide
range of countries (territorial units). This is wthe work of Porter and Stern, for
example, is subject to a lot of criticism (despiite fact that it is frequently cited).

On the whole, in our opinion the approaches basedystem models can
draw a much more diversified picture about the wation capacity of territorial
units together with its structure despite theirtaiar weaknesses. Moreover, they
reflect the nature of the innovation process mudrenand can leave the linear
approach of innovation behind. Therefore, our aialgarried out in the present
paper is committed to this approach.

3. Methodology

Our analysis provides the comparison (ranking)hef innovation capacity of the
Hungarian subregions, their classification and i8e axamine the regularities in the
spatial distribution of innovation capacity. The8lHungarian subregions defined
by Government Decree 244/2003 constituted the basits of the analysis
Although the presently valid classification definkg4 subregions, the statistical
data used by us could not be aggregated accordinghe new territorial
classification in all cases.

The first step of the analysisas the selection and grouping of the set of
applicable indicators. In creating the groups afiéators, we strived to provide the
building elements of a “typical” regional innovatiosystem in line with the
measurement approaches based on the literaturenrmfvdtion systems. We
established three categories, each of which catesithe basis of a subindex. These
are: knowledge creation, knowledge exploitation dhd “smart” infrastructure
(Table 1).

The indicators of the subindex kfiowledge creatiomeasure the capacity of
creating scientific and technological knowledgee3d indicators are widely used,;
they constitute the elements of most innovatiorysea. We must note that several
approaches narrowly interpreting innovation do mat beyond this range of
indicators; and draw conclusions by equalizing aede and development (R&D)
with innovation. Since R&D does not necessarildleainnovation, and innovation
does not necessarily presume R&D (OECD 2005), ésiential to develop further
categories.
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Table 1.Indicator set for measuring subregional innovatiapacity

Category Indicator
1 Number of R&D performing units per 100000 inhabigant 1
2 Total staff of R&D units per 1000 inhabitants 2
3 Number of scientists with PhD per 10000 inhabitants 3
Knowledge 4 _Numb_er of teaching staff of higher education insiiins per 1000 4
creation inhabitants
5 Investments of R&D units per 1000 inhabitants 5
6 R&D costs per 1000 inhabitants 6
7 Expenditures of R&D places per 1000 inhabitants 7
8 Number of patents in a 5 year period per 10000kithats 8
1 Export sales as a percent of total sales 9
2 Export sales per inhabitant 10
3 Number of foreign owned companies per 1000 inhatsta 11
4 Share capital of foreign owned companies as a #étaf share capital 12
Knowledge 5 Incomes from intel[ectgal properties per inhabitgrllt. o 13
exploitation 6 Percentiof companies in NACE 24 and 29-34 olllwswmlsm all 14
companies (high and medium tech manufacturing)
7 Percent_of companies in NACE 64 and 72-73 divisieitisin all 15
companies (high-tech services)
8 Perc_ent of companies in NACE 74 division within@mpanies (business16
services)
9 Number_of kngwledge-intensive firms with more tf#hemployees per 17
100000 inhabitants
1 Per cent of employees with university or colleggrde 18
2 Percent of white collar workers in leading posisiarithin all employees 19
3 _Numb_er of full-time students in higher educatiostitutions per 1000 20
inhabitants
Smart- 4 Number of ISDN lines per 1000 inhabitants 21
infrastucture 5 Broad band internet access per 1000 inhabitants 22
6 Registered members of public libraries per 1000hitaats 23
7 Cinema visits per 1000 inhabitants 24
8 Museum visitors per 1000 inhabitants 25
9 _Touris_,t arrivals in public accommodation establisimis per 1000 26
inhabitants

Note: At indicators 14-16 the sector codes refer to TEAGIRThe source of data: TEIR — Hungarian
Spatial Development Information System (indicatbr®-13, 20-26, reference year: 2007), Hungarian
Statistics Office (HSO) Central and Territorial Ozdae (indicators 14-17, reference year: 2005), HSO
R&D Database (indicators 1-2. 5-7, reference ye@f72 HSO Census Database (indicators 18-19,
reference year: 2001), Hungarian Patent Office ¢3iwab Database (indicator 8, reference year: 2000-
2004) and Hungarian Academy of Sciences Generamisly Database (indicator 3, reference year:
2004).

Source:own construction
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The indicators included in the subindex d&howledge exploitation
substantially aim at grasping the characteristitshe private sector capable of
exploiting innovations, so on the one hand, it usdiators like export share or the
presence of foreign direct investment, on the olttaerd, it indicates the share of the
knowledge intensive sectors.

The subindex of thésmart” infrastructure systematizes the factors that are
required for the operation of the performances megs by the two other
subindexes. This, on the one hand, means the pesértalent” and the conditions
necessary for its maintenance (e.g. cultural diessi entertainment), the “openness”
of the region in a non-economic sense (e.g. thebewunof visitors) and the
utilization of information and communication tectomes.

In the course of selecting actual indicators asdedi with the different
subindexes, the sets of indicators included inowariformer measurement attempts
were reviewef taking into consideration the subregional avdlikgiof the different
indicators. Based on all this, the survey was athrvith 26 indicators eight of
which were classified in the subindex of knowledgeation, nine fell in the
subindex of knowledge exploitation and another nirge included in that of the
“smart” infrastructure.

Since the analysis aims at grasping innovation agpawe tried to avoid
including elements — present in various reviewedlyaes (Csizmadia—Rechnitzer
2005, Kocziszky 2004) — that indicate the generabime producing capacity of the
economy, since this results in confusion in gragmapacities for innovating and
capacities emerging from innovation.

Furthermore, it is also important to highlight tladlitof our indicators measure
relativized values; we mostly used indexes thatasgnt the size of the region as the
base of projection. The advantage of this lieshia tact that the values of the
different subregions become comparable, while mswvback is that it does not
measure the absolute concentration of activitiglspagh in certain cases there is a
presumable relation between the volume and efiigienf innovation-related
activities (Varga 2009).

The second step of the analysigolved the comparation of the innovation
capacity of subregions and their ranking. In calttoy the different indexes (and
providing the rankings this way), we relied on thethodology used in the surveys
of the “European Innovation Scoreboard” (EIS) —hbtite Summary Innovation
Index (SlI) and the Service Sector Innovation In{f®&ll) is constructed in a similar

2 The Summary Innovation Index (EIS 2007) of thedpeman Innovation Scoreboard (EIS), the Service
Sector Innovation Index (Kanerva et al 2006) of Eheopean Trend Chart on Innovation, the EXIS
Summary Index (Arundel-Hollanders 2005), the Eureafivity Index of Florida—Tingali (2004), the
set of indicators of the European Regional Innovafcoreboard Summary Index (Hollanders 2006),
the indicators applied in Csizmadia and Rechnitz€&G05) analysis of the innovation potential of
Hungarian cities and the set of indicators usedatziszky's (2004) analysis of the innovation
potential of the subregions in the Northern Hureyaregion.
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way. Our “Subregional Summary Innovation Index” @Rwas created through the
following steps:

- Defining the minimum and maximum valwéghe different indicators. It was
true for almost all the indicators that the dataocoke or two subregions
excelled (usually in the positive direction) congxhto the Hungarian average
value. Data were considered as outlier if theirialgan from the national
average was above three times the standard devi&iatlier data were not
taken into account in the course of defining mimmand maximum values
(this was needed to prevent the subsequently engergiale from being too
concentrated).

- Rescaling dataWe deducted the minimum value emerging in refatmthe
given indicator from each figure, and divided bye tdifference of the
maximum and minimum value. This way each rescaiddevfalls between 0
and 1. Outlier data received the value of O orepéhding on the direction of
the deviation).

- Establishing subindexe3he different subindexes emerge as the arithadetic
average of the values of the indicators associatethem. The potential
weighting of the indicators may represent a possgtep; however, in the
course of the analysis — in harmony with the methagly of EIS — emphasis
fell on clarity.

- Developing the SRSI and establishing rankifige SRSI is the arithmetical
average of the three subindexes. The ranking ofStferegional Innovation
Capacity derives from ranking SRSI values in a elesing order. Index (and
subindex) values are values measured on a ratie; steerefore, they are
suitable for grasping the distance from other negji@nd comparison with the
national average.

Consequently, the SRSI index of the different sgimres characterises the
region’s innovation capacity in a complex way basadr complex set of indicators.
The approach goes beyond frequently used analgsesifig on R&D: besides the
capacity of knowledge creation, it also characésrithe subsystem of knowledge
exploitation and the quality of the “smart” infrastture necessary for operating all
these. Therefore, the innovation capacity of regitmat have good performance
based on the SRSI is generally the result of a temperformance with multiple
foundations. At the same time, it might happen thaegion assumes a relatively
advanced position in the ranking based on the 8R&Io the outstanding value of a
given area; therefore, the analysis of performaaceording to the different
subindexes is also required.

The third phase of the analysisonsists of providing the potential
classification of subregions based on their inniovatcapacity. This occurred
similarly to the method of Csizmadia and Rechni{Z805) in their analysis of the
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innovation potential of Hungarian cities. Classtion took place on the basis of the
three subindex values.

We carried out K-means cluster analysis using thedardized values of the
three subindexes. The analysis was completed \wittet four and five clusters.
Classification seemed relatively stable, the ineeea the number of clusters led to
the further division of certain groups, but no #iigant change occurred in the
members of the different groups. Based on the digpe of distance measured from
the cluster centre, the establishment of five gsa@sulted in the emergence of most
homogeneous (and most easily interpretable) chistberefore, this seemed the
most supported solution.

In the fourth step of the analysis, we examined gpatial regularities of
subregional innovation capacity, that is, whether data of adjacent territorial units
are similar. In fact, we measured spatial autot¢atios with the help of the Moran
index on the national level, and the “Local Moraddx” on the subregional level.

The index number proposed by Moran in 1948 calleel Moran index
measures spatial autocorrelation similarly to th#eorrelation of time series data
(Moran 1950, Anselin 1988, Dusek 2004). It is chlted in the following way:
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- M: the number of territorial units, in our casestimeans 168 subregions,

- X;: the value of the examined data values assoctategtritorial unit j, in our
case, the value of the different subindexes and SR&SI| associated to
subregion j.

- w;: item j of line i of the neighbourhood matrix, italue is 1 if subregions i
and j are neighbours, otherwise it is 0.

Since the neighbourhood of territorial units caniterpreted in multiple
ways, therefore, various neighbourhood matrixeslmawcreated. In the followings,
we used bastion neighbourhood as the basis, whidgnsnthatwy; received the
value 1 if subregions i and j have a shared boeden, otherwise the value of
Wi is 0.

The size of the pseudo-significance level calcdlaty the Monte Carlo
method and the algebraic sign of the value | defigesize of autocorrelation and its
direction indicated by the actual Moran | valuel{lEa?).
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Table 2.The interpretation of the Moran Index

Significance Index value Interpretation
p<0,05és | <-0,00598 Strong negative autotziioa
0,05<p<0,1and | <—-0,00598 Weak negative autocatioe
0,1<p Autocorrelation is not significant
0,05<p<0,1and | >—0,00598 Weak positive autocatieh
p < 0,05 and | >—0,00598 Strong positive autagation

Note: ,p” represents pseudo-significance. Index value tnfagscompared to -1/(M-1), which, in our
subregional database, has a value of -0,00598
Source:own construction on the basis of Cliff and Ord (1981

The other index number — closely related to thedvidndex — calculated by
us is the Local Moran Index that can be interpretedhe local index number of
spatial autocorrelation. These values can be aikdilseparately for each subregion.
In our case, the actual subregional standardizégkvaf the examined innovation
index is multiplied by the joint average standaedizalue of the neighbours of the
subregion. If the Local Moran Index value calculiathis way is positive, then the
given subregion is similar to its neighbours; ify the other hand, the value is
negative, then it is different from them. This waybregions can be divided in five
categories based on their comparison to the otigitendardized index value
(Table 3).

Table 3.The interpretation of the Local Moran Index

Interpretation Condition
High — Both the given subregion and its neighbours have dmgtal Moran | >0
High index values significantly above the average. Standardized indicator value >0
p<0,05
High — The given subregion has significantly above th®cal Moran|>0
Low average, while its neighbours below the averagexndtandardized indicator value < 0
values. p<0,05
- No significant correspondence. p > 0,05
Low — The given subregion has significantly below tHeocal Moran | <0
High average, while its neighbours above the averagexin®tandardized indicator value >0
values. p<0,05
Low — Both the given subregion and its neighbours have dmtal Moran | <0
Low index values significantly below the average. Standardized indicator value <0
p <0,05

Note:,p” represents pseudo-significance.
Source:own construction
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4. The innovation capacity of Hungarian subregions

The innovation capacity of Hungarian subregionsamprehensively introduced
with the help of the SRSI and its subindexes, wigdiollowed by the classification
of subregions based on innovation capacity ancriadysis of spatial regularities.

One of the most general statements that can be baesdel on the SRSI is that
in terms of innovation capacityjungary is characterised by enormous disparities
(Figure 1). There are only 11 subregions with penence above the Hungarian
average (0,51 SRSI value). The performance of theral57 subregions ranges
below the average. All this implies that innovati@apacity is unbelievably
concentrated spatially in Hungary.

Figure 1.Top 30 subregions based on the subregional sumimaey
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Source:own calculations

Out of the first 30 subregions, 18 have cities withinty rights; however, the
rank is not completely in line with expectationsthdugh Budapest's first place and
the notable position of the Debrecen, Szeged and §iébregions meet expectations,
the good ranks of the Veszprém, God@hd Eger subregions are rather surprising.
Among regional centres, the Miskolc subregion @adgumed the 13th position. Out
of subregions without cities with county rights Gédollb subregion is among the
first 10 (ranked 6th), while further five subregsowere among the first twenty: the
Pilisvorosvar, Balatonfiired, Szentendre, Esztergaththe Szarvas subregions. It is
important to underline, that six subregions thateheaities with county rights could
not make it to the first 30. These are the Zalasmpey (31), Békéscsaba (34),
Hédmesvasarhely (38), Nagykanizsa (43), Szekszéard (4d)the Salgotarjan (51)
subregions.

Budapest's SRSI value (0,84) excels compared toother subregions —
although not overtly. It must also be mentionedt tBadapest produced outlier
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values for 17 of the 26 indicators. Since in thases it automatically received the
value 1 (although its performance is higher in itgalthe index value carries a
downward distortion. Although a relatively largenmoer of subregions showed
outlier data related to certain indicators, themrevonly three further subregions
with more than four outlier data: the Debrecen @3cs (6) and the Szeged (9)
subregions.

The summarized results are further shaded by thlesdaased on the different
subindexes. Based on this it becomes apparenttibatapacity of subregions is
“one-sided” or has “multiple foundations”. Budapdsts the first position in the
rank according to theubindex of knowledge creatiofihe subindex-based ranking
reflects well the territorial distribution of majddungarian universities and the
research institute network of the Hungarian Academ$ciences. This is obviously
the consequence of the fact that a significant pantesearch and development
activities is tied to these institutes in our coyntin Hungary, the proportion of
public financing compared to company financing i&ORis much higher than the
European average, although this is far from truepared to the GDP).

The territorial concentration of knowledge creatisreven higher than it was
in the case of the SRSI. Only 10 subregions exdbednational average value
(0.56). The value of the subregion ranking 30talisady below 0.25. In accordance
with this, the favourable ranking of various sulioeg with small city centres is not
necessarily accompanied by good performance in steoi absolute value. A
favourable relative position may go hand in hanthwan unfavourable absolute one.

Figure 2.Top 30 subregions based on the knowledge-exploitaiib-index
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17 subregions exceed the national average val&)(@f the knowledge
exploitation subindexXFigure 2). The ranking based on this elementabvation
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capacity is completely different from what would engee in the case of knowledge
creation. The Szeged, Pécs and Debrecen subregémused to be innovation
centres assumed only positions 18, 21 and 22.

Interestingly, various subregions that excel inraating foreign direct
investment and (partly due to this) in export, gh&vform well according to the
other indicators of the category (e.g. proportibkrmwledge-intensive services).

The capacities of knowledge creation and knowledgeloitation (the
capacity to manufacture products with high addddevéhat can even be marketed
internationally) are spatially divided in Hunganowledge exploitation often does
not utilize locally produced knowledge, while tlesults of R&D are poorly utilized
in economic terms. Only few regions showed stabié strong positions in both
areas: besides Budapest, the G@d@hd maybe the Gy subregions may be
mentioned.

The ranking deriving from thé&smart” infrastructure subindexreflects the
hierarchy of the national urban network, althougthvemaller differences. Beyond
subregions with large city centres, some subregwith less population that
function as significant (cultural) touristic targetould reach a notable position (the
Keszthely-Héviz and Szentendre subregions). As#me time, in order to reach a
good position in the rank it was not enough to genfwell in terms of one or two
indicators. The performance of the above subreg®m&yond average in terms of
five or six indicators of the category. 21 subregi@xceeded the national average
value (0.44). It is worth noting that while in riétan to knowledge creation, the
value of the subregion ranking 30th already goelwe).25, here only the
subregion ranking $8has the same result.

Differences in ranking are perfectly reflected ineasuring the joint
movement of subindex values as well. The relatigist|ag between knowledge
creation and knowledge exploitation is much lodkan that of knowledge creation
and “smart” infrastructure values (Table 4).

It is highly important to examine whether innovaticapacity is reflected in
the differences apparent in economic performanbés @lso serves to control the
results of the survey. Both in terms of the SRSd &ne different subindexes,
medium or strong positive correlation manifest witle Gross Value Added per
capita (GVA) and the income serving as the basi®Pafsonal Income Tax. The
connection is a bit looser with the “GVA per emmey and the “profit before tax
per employee”, that can be interpreted as prodtytindicators, although in terms
of knowledge exploitation and the SRSI, this alseans a relatively strong
connection.

In harmony with expectations, the subindex of krexlgle exploitation shows
the closest connection with income and productiwiticators, while the connection
of knowledge creation is the loosest to them. Ble® proves the relevance that the
category of the “smart” infrastructure assumes. Theelation matrix obviously
proves that connection of innovation capacity acehemic performance, however,
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the intensity of the connection implies that the Wo not derive from each other in
a deterministic way.

Table 4.Correlation matrix of certain income indicators @he subregional
summary index

KCR KEI Smart SRSI GVA PBT GVA Tax
p.c. p.e.
KCR 1,000
KEI 0,592 1,000
Smart 0,778 0,631 1,000
SRSI 0,919 0,823 0,900 1,000
GVA p. c. 0,476 0,731 0,521 0,641 1,000
PBT 0,312 0,556 0,297 0,433 0,773 1,000
GVADp. e. 0,446 0,704 0,498 0,610 0,992 0,773 1,000
Tax 0,557 0,878 0,644 0,769 0,671 0,451 0,628 1,000

Note: Pearson’s correlation. For all values in the maik0,01. KCR: knowledge creation subindex,
KEI: knowledge exploitataion subindex, Smart — Smafrastructure subindex, SRSI: subregional
summary innovation index, GVA p.c: gross value abger capita, PBT: profit before tax per
employee, GVA p.e: gross value added per emplolyae, Personal tax base per inhabitant.
Source:own calculations

Furthermore, another question lies in why innovatapacity shows a more
intense connection with the basic values of pelsimcame tax per citizen than it
does with work productivity indexes (since as aultesf innovations, we would
expect improvement in productivity more than inse@n incomes). The reason of
this — in our opinion — is that it is difficult teeparate the maintenance of innovation
capacity from the presence of highly qualified états” working in positions that are
paid better than the average.

Table 5.Final cluster centres in case of five cluster

"One- "One-

Weak T T Medium  Strong
. . sided sided" . o ;
innovation innovation innovation
capacit knowledge knowledge capacity capacit
pactly creating exploiting pactly pactly
N=99 N=3 N=38 N=18 N=10
Knowledge creation (Zscore) -0,4523 2,1776 -0,2007 0,8183 3,1144
Knowledge exploitation (Zscore) -0,6415 -0,0988 0,7520 0,8990 1,9050
Smart infrastructure (Zscore) -0,4984 -0,4025 -0,0824 1,5666 2,5479

Source:own calculations

The analysis completed so far already implies bletdrat the innovation
capacity of Hungarian subregions strongly differonf®@ subregions may be
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characterised by relatively strong innovation cégacwhile the innovation
performance of the majority of subregions provethela poor. Moreover, the
different rankings of the different subindexes iynflat relatively strong innovation
performance can be achieved in various ways, ahtkgions form groups in this
respect too.

The K-means cluster analysis carried out on thésbafsthe standardized
values of the three subindexes confirmed that gitme can be classified based on
their innovation capacity. Théve groupsemerging based on the relation to the
criteria defining the cluster can be interpretethtiecly easily (Table 5 and
Figure 3):

- Subregions with strong innovation capac{y0) that, in terms of all three
subindexes, perform significantly above the averddee cluster is relatively
homogeneous, the standard deviation of the (Ewatidelistances from the
centre is 0.38 (without Budapest this value is di$3). Although cluster
members show good performance in all three categotheir value is the
strongest in terms of knowledge creation. The wvasiority of cluster
members are university towns.

- Subregions with medium innovation capacit}8) that have a relative
performance in all three areas, but especially érms of the “smart”
infrastructure. Mostly subregions with larger cagntres as well as certain
subregions of the Budapest agglomeration belong.henis cluster is less
homogeneous; the standard deviation of distanoes tine centre is 0.43.

- “One-sided” knowledge exploiting subregiof38) are the ones that show a
relatively good performance in terms of knowledggpleitation while they
prove rather weak in the other two areas. We mot& at the same time that
in certain cases this relatively good performarscexplained by small size.
On the other hand, certain values show such taaitooncentration that the
good position assumed in the subregional ranking alao cover a weak
absolute performance (lagging behind the nationerame). The cluster is
homogeneous; the standard deviation of distand@2&

- “One-sided” knowledge creating regior(8) are the ones whose knowledge
creating activity is outstanding, while their perfance in terms of the other
two subindexes is weak. All three subregions betangn this group have
relatively small population; therefore, the relativ strong knowledge
creating capability may not assume such signifieadso due to the small
number of items, the cluster is highly homogenethes;standard deviation of
distances is 0.10.

- Subregions with weak innovation capad8g) include the majority of the
country’s subregions. The performance of thesatiser weak in terms of all
three subindexes. Despite the great number of jtethe cluster is
homogeneous; the standard deviation of the distafioen the cluster centre
is 0.23.
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The clusters are clearly distinct; classificatienobvious in almost all the
cases. Compared to the classification deriving ftbinee and four clusters, the
cluster of “mediums” was further divided, and thwt‘one-sided” clusters emerged
from it. Furthermore, some formerly strong regiomgrated to the cluster of
medium strength, and some other formerly weak éeleito the category of one-
sided knowledge creating subregions.

Accordingly, there are only two areas in which bBugders among groups are
slightly blurred. The best performers among theagibns with medium innovation
capacity stand really close to the cluster of gframes. Consequently, the
classification of the subregions of Pilisvorosvisiskolc and Nyiregyhaza is not
perfectly clear. The other similar area involves weaker members in the cluster of
one-sided knowledge exploiting subregions thatethas their performance, are not
far from the subregions with weak innovation cafyaci

Figure 3.Classification of Hungarian subregions on the baktseir innovation
capacity

[l strong innovation capacity
[l Medium innovation capacity

[ “One-sided” knowledge creating
“One-sided” knowledge exploitin
[] weak innovation capacity

Source:own calculations

We also examinedvhat regularities does the spatiality of subregibna
innovation capacity shovwand whether the data of neighbouring territoniaits are
similar, since in certain cases, real economicittei@l relations may cross
subregional boundaries, therefore, the innovatienfopmance of the different
subregions may derive from the “spillover” effeofsthe neighbouring region. The
significance of this is particularly obvious in Bigof the ring of subregions
surrounding Budapest that have a relatively goodvation capacity. Such analysis
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may bring us closer to what the “ideal spatialriistion” of a national analysis of
regional innovation would be.

Out of the SRSI and its three subindexes only amgngex involves a
strongly significant (positive) autocorrelation amgats territorial values, and that is
the subindex of knowledge exploitation (Table 6hisTmeans that the effect of
factors strengthening the extent of knowledge étqilon goes beyond subregional
boundaries.

In the case of the rest of subindexes and the SRSpresence of such factors
surpassing subregional boundaries is not significancerning the whole country.
Still, in the area of Budapest, we can find a cehesystem of subregions (Budapest
and the Szentendre, Dunakeszi, Pilisvorosvar, Bedaéd Rackeve subregions)
where both subregions and their neighbours have 8RSI values, that is, they fall
in the “high — high” class.

Table 6.Results of the global Moran | test

Index Moran | P value Interpretation
value
Knowledge creation -0,0330 0,30 No significant aotoelation*
Knowledge exploitation 0,3442 0,00 Strong positwocorrelation*
~Smart” infrastructure -0,0150 0,44 No significanttocorrelation*
SRSI 0,0622 0,11 No significant autocorrelation*

Note:* Significance level of 5%. Calculation were carrimat by Geoda095i.
Source:own calculations

This implies that in terms of innovation capacitje capital and the
surrounding subregions constitute an organic ue#) territorial connections go
beyond subregional boundaries significantly heresuRs suggest that except for
Budapest, there is no other significant innovatientre in the country that would
have an innovation “radiation” transcending sulwagl boundaries (Figure 4).

Two phenomena cause the positive spatial autoetioel of the capacity of
knowledge exploitation: the spatial condensatiopasditive subindex values on one
hand, and that of negative (standardized) subinddxes, on the other hand. An
intense territorial concentration of subregionshvat high local Moran index value
may be noticed in the area of Budapest (“high H’hagass).

On the other hand, two further coherent areas iaibles on the map: in the
central part of the Trans-Tisza Region, and in Na&astern Hungary, where both
the subregion and its surrounding have low knowdeégploitation subindex value
(“low — low” class).

So the spatiality of the knowledge exploitationaeify displays characteristic
regularities. The possibility of the presence ofeal regional system surpassing
subregional boundaries may arise in Central Hun{gtrieast in terms of knowledge
exploitation). At the same time, another importeggult lies in the fact that in the
case of the other two subindexes no significanb@artelation exists. This is less
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surprising in connection with “smart” infrastruadyrsince the values of this

subindex correspond to the city-hierarchy relagivekll (and consequently to its

territorial appearance too). However, in terms bé tsubindex of knowledge

creation, this definitely implies that the effe¢research and development activities
(and institutions dealing with research and develept) does not go beyond their
own subregion.

Figure 4.Spatial dispersion of Local Moran Index in cas¢hef knowledge-
exploitation subindex

Mon

W High - High
H Low - Low
B High - Low
[Miow - High
[[INot significant

Note: The figure represents the Local Moran I-Test valaea 5% level of pseudo-significance, by
using bastion neighbourhodd matrix. In case of {igh relation, both the given subregion and its
neighbours have high “Knowledge-exploitation” Sul#r value. Calculations were carried out by
Geoda095i.

Source:own calculations

5. Limitations and future research directions

The method applied in our analysis has varioudditioins — besides others — that are
rooted in the general methodology of innovation saeement. Consequently, from
the aspect of measuring the innovation capacitgwitorial units and the scientific
debates related to this, we consider the exploratib such limitations and the
provision of potential future research directiorbeoof vital importance.

A part of the limitations inherent in the appliegppaoach derive from
subnational level analysighis more or less characterises all similar mesamsant
attempts, but it does not question the relevancth®fmethod substantially. The
difficulties of accessing territorial data generakquire giving up complexity to a
certain extent. Surveys conducted on a lower ¢erait agglomeration level are
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suitable for the utilization of company level inabwn data much less than
necessary, or, in the case of using company leat, dhey limit the scope of the
survey to one or two regions (Hollanders 2006, @aidtia et al 2008). Moreover, in
this case, a fundamental result of the theory amowation systems, namely,
grasping the relations amongst the players of yseem is excluded from the focus
of the studies (or assumes less importance).

Approaches avoid another basic achievement of iteeature on regional
innovation systems, when they measure and comp&ennovation capacity of
regions that in certain cases have radically differcharacteristics based on the
same criteria. The different types of the regiomalovation system do not infer
different measurement approaches. However, for plaim a spatially embedded
regional innovation system, the analysis of knog&dlows within an industrial
branch and among the different branches says mumie than, let us say, R&D
activity would.

The further limitations of the approach are muchrenof paradigmatic
nature Related to measuring the innovation capacitewnftorial units, an articulate
uncertainty is apparent concerning what to meaandavhat do we really measure
On the company level, grasping innovation activiy relatively obvious
(for example, in regularly conducted Community lmation Surveys the criterion of
an innovative company is clear). At the same tithe,macro effect of micro level
innovations may be anything (innovation, salesduen or market share are not in
direct connection). Maybe exactly because of ihis, not the innovation activity of
regions, but theapacity of innovation to contribute GDP per capigowth that is
measured This approach, however, doubtlessly carries pregptions: it connects
the concepts of economic growth (competitivenesd)ianovation capacity ex ante.
In the light of this it is not surprising if innotian capacity and economic
performance show close connection.

This may also explain low receptiveness to theed#it measurement of
different regional innovation systems, since thpac#ty to contribute to economic
growth as a “global objective function” creates ammon denomination for the
different regions in terms of measuring innovatapacity.

The general attribute of works aiming at comparthg performance of
regions is that thegxamine innovation capacity in a relative way (cangg to
others) Annually published rankings (like, for exampl&coreboard” reports) are
based on reviewing performance compared to theageefTherefore, improvement
in performance corresponding to the average isrgrééed as stagnation (any
fallback smaller than the average would be disglags improvement). In our
opinion, this approach is basically rooted in tlaetfthat studies (as already
discussed) measure the capacity of innovation ictie contribute to economic
growth (competitiveness). Competitiveness is irt tacelative category. Based on
its approach, it practically does not matter what performance is, if compared to
others or our formal self it is good or undergaaprovement (Bajmécy 2007). This
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approach derives from the general view of mainstregonomics and economic

policy, according to which greater growth (competihess) is better than smaller
(practically under all circumstances). In fact,strdpproach also penetrates the
Lisbon strategy that created “Scoreboard” repdtese, the main question became
how much (and in what sense) the member stateddédgnd one another and

especially behind the USA and Japan.

However, all this has another root (maybe goingnesleeper), and it ithe
negligence (in a certain sensepf the Schumpeter traditionn innovation
measurement. Schumpeter’s “creative destructionticoally deconstructs the old
economic structure and replaces it with a new &uhimpeter 1950). Furthermore,
it is not only economic structure that changes,ibtico-evolution” with it, also the
infrastructural environment, social relations, e representation mechanisms and
the relation of economy and the natural environm@&ulanyi 1944, Witt 2003,
Kemp et al 1998). One consequence deriving frons thiocess of creative
destruction lies in the fact that innovation inebiy has its losers — at least in the
short run. Moreover, it makes sense to assumewiimaters and losers also have
different positions in terms of space.

The other fundamental criterion is that the innmraprocess — since it causes
changes in the economy, society and the naturakaemaent simultaneously —
requires a great level of continual adaptation fthminvolved parties. In this case,
however, the pace of change is not at all margthal, is, in a given case, too fast
change (outstanding innovation performance) cannergsult in catastrophic
economic and environmental effects.

All this means that in measuring the innovationaxdy of territorial units,
the application of an approach much more complar trarlier ones seems efficient:
integrating social and environmental effects ifite measurement and grasping the
“manageable” pace of change.

6. Summary

The present paper describes a complex analysihefirtnovation capacity of
national subregions based on multiple indicatershé course of which we regarded
the concept of regional innovation systems as atpafi departure. Based on the
complex system of indicators classified in threegaries, the analysis goes beyond
the approaches that emphasise solely researchexetbgment. Beyond knowledge
creation, we also reviewed the performance of kedgé exploitation and the
“smart” infrastructure necessary for the maintereaoicall these.

Based on the results, it becomes apparent thatiethigorial distribution of
innovation capacity carries enormous disproportioms Hungary Innovation
capacity is concentrated in few subregions. Besidedew subregions with strong
innovation capacity, the group of those with medianmovation capacity is not wide
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either. This latter one characteristically embrasgsregions with centres that have
more population, although there are some exceptmtiss.

It is highly important thaknowledge production and knowledge exploitation
are spatially differentiated in Hungaryrhe number of subregions that excel in both
categories is rather small. The effect of knowledgeation typically does not go
beyond subregional boundaries, and is only raretpmpanied by local knowledge
exploitation. At the same time, knowledge expladtiatcapacity shows characteristic
spatial patterns. In this respect, various subregare interconnected organically in
the surroundings of Budapest.

In the final chapter, we pointed out that the apphes aiming to measure the
innovation capacity of territorial units have selelimitations that suggest the
necessity of reconsidering generally used schemegond economic indicators,
grasping social and environmental changes indugedrovation at the same time
seems efficient, since only the joint analysishaf three dimensions could provide a
real basis for (the practice of) linking innovaticapacity and the desired direction
of change in subregions.
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An Analysis of the Spatial Distribution of Knowleelg
Intensive Services in Hungary

Izabella Szakalné Kanoé

In today’s developed countries we see an increabigggway of the services sector, while
the European Union’s regional policy for the perioi2007-2013 places special emphasis
on the support of knowledge intensive activitidser&fore, it is important to survey the
situation of services with high knowledge intensitifungary as well.

Economic activities, and consequently the spatisthidution of knowledge intensive
services are influenced by a great deal of factocduding disproportions within the given
country and externalities like knowledge spillow@r market size. The various trends of
spatial econometrics and economic geography haweldped a series of indicators and
index numbers, all of which grasp this phenomenom different aspects.

My paper aims at applying some of these indicatotdungary for the analysis of the
spatial distribution of knowledge intensive sengeetors and their potential clustering.

Keywords: knowledge intensive services, clustligda-Glaeser'sy index, Moran index

1. Introduction

Today enterprises operatirig developed countrieasually outsource routine and
controllable production in order to reduce labowsts and due to the more
environment conscious regulation system of thesentcies, while strategic,

financial and marketing activities requiring knodde and creativity stay in the
headquarters of the enterprise. This is partly k@son why the proportion of
servicesis prominently high compared to the economic &udis of developed

countries, and especially the range kofowledge intensive servicelemanding

prepared workforce and able to adapt to marketgdefiexibly undergoes dynamic
development.

Since the economic driving force of sectors witghhknowledge intensity is
especially great, the European Union’s regionaicpdbor the period of 2007-2013
also places great emphasis on supporting innovatieters (CEC 2005). However,
it is important to underline that the majority ahbvations are not closely linked to
R&D activity even in the case of sectors, in whibkse are most intensely applied
(Bajmocy 2007); consequently, it is not enough $e only the intensity of R&D
activity to measure knowledge intensity.
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Since Hungarian knowledge intensive sectors are bhchieve continuous
increase in the area of work productivity even vaitimstant growth in the number of
employees (Bajmoécy 2007), an important task liesdefining their spatial
distribution, where they cluster and what intens#tyel of factors concentrate them
in a given territorial unit.

In the course of analysing economic activity arsl gpatial situation of active
enterprises in different sectors the gatheringriémprises at certain geographical
spots is markable. Talking about uneven spatiatiligion, we need to distinguish
the concepts ofconcentration and agglomeration While the first concept
(concentratiof only covers the difference of values in econoattivities measured
within a given territorial unit, the second terag@lomeratio also considers the
spatial relations of these values, the analysishoth must also involve the relations
of the different territorial units in terms of ad@ncy and distance (Lafourcade—
Mion 2007). Both concepts may be interpreted ondiwigion level of the examined
geographical area (in Hungary, for example, on omaf, county, subregional
(kistérség) and local levels as well).

After the differentiation of concepts, the indiaatodeveloped for their
analysis can also be systematized accordinglyhéncourse of analysis, | used the
following indicators and index-numbers:

- Ellison-Glaeser'y index and the location quotient (LQ) for measurspgtial
concentration,

- and the Moran index for characterizing spatial auto-correlation, i.e.
agglomeration.

The present paper aims at analysing the spatiafitpational knowledge
intensive sectors. The spatial distribution of kiemlge intensive services is
examined with the use of statistical methodologg, providing the statistical
analysis of the spatial dispersion of these secidie second section elaborates on
some important considerations of the knowledge dasenomy. In the following,
section three reviews the basic concepts of spdifferentiation and the theoretical
background of the survey, then introduces the Huagalata applied for measuring
the spatial distribution of economic activities.c&en four discusses the results of
the survey comparing the different models built difierent assumptions for the
total of the 13 analysed knowledge intensive sergectors as well as mentioning
the different sectors one by one. Finally, secfiee describes the summarising
observations of the survey.

2. Knowledge based economy

Different sectors are likely to represent differaaghnological standards. In order to
display technological differences, OECD and Eutostaveys usually regaraigh-



124 Izabella Szakalné Kanoé

techandmedium-teclindustrial sectors as well &aowledge intensive servicesbe

the economic sectors that realize knowledge basmmhomy (OECD 2001).
According to this principle, the technological stard of enterprises can be assessed
by the two-digit code of their primary activity (@& 1984). Owing to standardized
European data collection, Hungary’s Standard Inmgiu€bde’03 numbers can be
adapted for this goa(ln the case of services, see Table 1).

Table 1.Knowledge intensive service sectors

Knowledge intensive services

61 Water transport 71 Renting

62 Air transport 72 Computer and related activities

64 Post, telecommunications 73 Research and develapm

65 Financial intermediation 74 Other business did/

66 Insurance and pension funding 80 Education

67 Activities auxiliary to financial intermediation 85 Health and social work

70 Real estate activities 92 Recreational, culturdlsporting activities

Note:Sectors 64, 72 and 73 are qualified as high-tedwladge intensive services.
Source:Laafia (2002, p. 7.)

OECD assessed first thmowledge intensitpf sectors only in the case of
processing industry branches. It defined knowledtggnsity based on the R&D data
of the sector by comparing the amount of R&D exjitemnels to the added value of
the sector. Later, this method was expanded tocalssidempurchased technologies
that were applied through mediator or capital. TWwigs/, assessing thenowledge
intensity of the service providing sectalso becomes possible, since these sectors
are more technology utilizing than technology pr@idg ones.

3. Basic methodological concepts

The geographical and spatial concentration of ewwncactivities derive from
various reasons, with special local characteristictural, social and economic
factors lying in their background. The concept aldister tries to describe this
phenomenon: ... a geographically bounded concentration of intpetedent firms”
(based on Rosenfeld 1997 p. 10., CEC 2002, p.0®.jn a different way:the
geographically proximate group of enterprises, digop, service providers and
associated institutions active, competing or inbemcected in the same industry
sector linked by different types of externalifisrter 2003, p. 562.).

The externalities in Porter's definition includesigasing returns to size, raw
material concentration, transportation costs, keodgé spillover and the effects of
market size. Since the reach of these externattsffeay be significantly different

! These data are taken from a database compile@0n, 2herefore, | do not deal with the changes of
the Standard Industry Code that entered into for@)D8.
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from one another, it is important to map out whdaeesion the spatial clustering of
the different economic activities has, or in otlesrds, on what level of spatial
division it becomes measurable.

The concept of clusters has rich literature witkvide variety of different
approaches; consequently, the scalendicesand indicatorglefining the degree of
clusteringis also rather wide.

3.1. Concentration or agglomeration

All of the concepts aiming to grasp the core of timeven spatial distribution of
economic activities and the local concentrationeoterprises -concentration
agglomeration and specialization— examine this phenomenon from a slightly
different point of view. Accordingly, the indicagand index numbers serving their
measurement also characterize spatial distributi@ndifferent way.

Agglomeration and concentration — the literaturelaéters tends to use these
two concepts as synonyms, although according tcourahde—Mion’s (2007)
approach, it is recommended to differentiate betwbese two terms, since the size
of enterprises may be closely linked to which fafhgathering is realized.

We use the concept obncentrationrwhen enterprises are clustered in a given
region, while these regions can be adjacent oatedlas well. In this case, the only
important aspect is whether two enterprises sigttthe same territorial unit or not.
In such cases the adjacency relations of thedegitunits are disregarded.

In the case ofagglomeration the spatial bunching of enterprises occur in
adjacent territorial units, therefore, in the casagglomeration, territorial units are
not separate and discrete elements of spatialialiviany more, but interrelated
units, where connection is determined by spatigcahcy/distance. In this case, the
concept and measurement of spatial auto-correlatioerge.

Figure 1.Concentration and/or agglomeration

Source:Lafourcade—Mion (2007, p. 49.)

The difference between the two concepts is easyntierstand. Figure 1
shows two types of position assumed by 12 companiésterritorial units. Both
territorial divisions may be calleéqually concentratedsince in the case of
concentration, it is not relevant how the nodesl@fsifying are situated in space
compared to one another. However, while in the @iese (on the left), companies
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agglomerate in space, the second case (on the right) is Spaityf
not agglomeratedsince the data of the adjacent territorial uaits systematically
different from one another.

From the aspect of clustering, it is obviously impat whether the areas
where the economic activity in question is concaett tend to be adjacent or are
situated sporadically in space.

This also means that comparing the degree of agghlation and
concentration in a sector, thevel of spatial divisiorenabling the measurement of
therange of factors attracting the different companiesha sector together may be
defined.

If spatial distribution corresponds to the figura the left, then we can
conclude thathe range of factorserving as the reasons of clusterigdarger than
the range of the units ithe chosenlevel of spatial divisionlf spatial distribution
follows the figure on the right, then thange mentioned aboves smaller thanor
equal tathe size of territorial units

Thus, at least one level above the level of spdtiasion serving as the basis
of measurement, agglomeration may already be giespeoncentration.

3.2. The index numbers of concentration and agglomematio

Based on the above mentioned conceptual distinctiovould like to review the
underlying content of calculated index numbers.

In the case of surveys and studies conducted wmghgoal of economic
development and job creation, the degree of clingtes mostly measured with the
help of index numbers based on employment data:

The LQ indexor Location Quotients an indicator often used in the case of
employment data. This is the statistical indicatbthe under- or overrepresentation
of a certain economic activity in the economy ofjigen region compared to the
whole of the national economy (Pearce 1993, p.)336.

E -
LQ =4t—= i , Where

[ e/ X]
E

g; is the number of employees in service sector eiritorial unit j,

- g isthe number of employees in services in @it unit j,

- E is the number of employees in service secton the national level, while
- E is the number of national employees in the services

So

s; shows what proportion of the employees of sengeetor i work in
territorial unit j,
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- while x indicates what proportion of the employees of isesy (or the total
number of employees) work in territorial unit j.

The index number serving for measuring the distidouin the number of
enterprises operating in the same field of actjvibat is, sectoral (not spatial)
concentration is thelerfindahl-index(Ellison—Glaeser 1997).

Ni
H, =) zZ ,where

k=1

- N :is the number of enterprises operating in sdctor
- Zx:is the proportion of employees per enterprise &dctor i.

Ellison-Glaeser’'s concentration index ;§Gs the index similar to the well-
known Gini coefficient, which measures disparityf. dompares the spatial
distribution of employment in sector i to the onigl spatial distribution of
employment (Ellison—Glaeser 1997).

M

Z (Sij _Xj)2

G, = = W , Where
1-> x?

j=1

- M :is the number of territorial units within theaawined territorial unit,
- X ands; are values defined together with th@ index.

If the value of Ellison-Glaeser’s concentrationérdG,) is low (around 0),
the spatial distribution of sectoral employmentsimilar to the original spatial
distribution of employment, while a value close ltandicates a high degree of
concentration in the sector.

It is recommended to modify th& index with the help of thél, index value,
since why a sector is concentrated in one terakarnit may prove a significant
question: either because it consists of a singlgelanterprise or the sector includes
many smaller companies that settled in the sami¢otial unit.

The modified indicator published in the 1990s @@h—Glaeser 1997) is
called Ellison-Glaeser’sy; index,and is the estimation of the value of correlation
between the choice of plant location by two comearbperating in any service
sector i. For its calculation, two important indexmbers, the Herfindahl indekj
and the Ellison—Glaeser concentration indey & usedEllison-Glaeser’sy; index
(EGY)
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_G —H,
1-H,
The Moran index the index number proposed by Moran in 1948, mds
whether the spatial distribution of the currenthalysed data values show any kind

of regularity, i.e. whether the data of adjacemiitt@ial units are similar. (Moran
1950. Dusek 2004, Lafourcade—Mion 2007) If our datthe territorial values of

Y

the Location Quotient(LQ:ij or some other numerical value indicating

concentration likes — X, that results in the territorial auto-correlatiooefficient
of concentration values.

ZZ(S_Xi)VVij (Sj 'Xj)
M i=1 j=1
| = TR v , Where
22w 2 (sx)’

- M :is the number of territorial units within theadyeed territorial unit,
- w;: is element j of row i of the adjacency matrix #alue is 1 if territorial
units i and j are adjacent, otherwise it is O.

3.3. Data

Subregional employment data are taken from the 2&flBon of the Hungarian

Central Statistical Office’s (KSH) Regional Statiat Yearbook and from the data
on the population census of 2001 published on tBEI'K website, while the data of
the different companies derive from the 2007/2 malion of KSH’s company

informational data register (The Company Code Regis- Cég—Kod-Téar)

(KSH 2007).

| calculated the data of the different corporatéegarises on staff number,
plant location and sector (Hungarian NACE) by asdmm to the relevant
subregion. | collected subregional level employméatia by sectors (TEAOR'03,
2 digits) and staff categories.

Exact companydata on staff numbemould have been necessary for
computing each index number, however, these wedravailable, so they had to be
estimated. For this sake, | presumed that comp#ady sumbers are distributed
evenly within the staff categories (Ellison—Glaesk®97), therefore, when
computing theHerfindahl index (when the sum of squares is computed), |
substituted each staff figure withe square averagef the values within its own
staff category, while in the case of calculatingtemtial total staff number, |
substituted each staff figure with thethmetic mearof the values within its own
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staff category. Since within staff categories, riisttion is usually not even, this
simplification may result in a distortion, howevére degree and direction of this is
difficult to estimate.

Subregional level employment data derive from thé&adn the population
census of 2001, which data series correlate welstibregional data series of 2006
on thenumber of personal income tax pay@she extent of 0.999, therefore, | used
the former one as the basis of my calculationstil@ated the subregional number
of employees in the industrial, construction indpstnd service providing sectors
based on these data as well.

| compiled the data of theubregional adjacency matrixecessary for
computing the Moran index based on the spatiab8do of the 168 subregions
(kistérség) usingook’ adjacencyas the basis, which means that element j of row i
in the matrix received the valuey 1 if subregions i and j have a shared border
area, otherwise the value is O (Anselin 1988).

In the empirical analysis, | classified servicetsessbased on OECD’s above
mentioned division (Table 1). | took the numbercompanies belonging here based
on their primary activity and the number of theingoyees as a basis. | used the
168 subregions as territorial units.

4. Results

With one exception,70 Real estate activiti8s | defined the index numbers
of spatial concentration (E@ and agglomeration (Moran index) for two different
cases for each knowledge intensive service seistied|in table 1: taking data on
Budapest into consideration and without Budapest,td two important reasons. On
one hand, the determining social and economic pafehe capital is obvious,
nevertheless, in statistical terms, the fact thia¢ tmajority of institutions
concentrated in Budapest (for example, institutiohsiational importance) occur
only in Budapest's statistical data in spite obagrving the rest of the countmay
be defined as a distortioft.ukovics 2007). On the other hand, Budapestcétioed
in all territorial divisions — whether local, sulgienal (kistérség) or county level —
as one unit, although the approximately 1.7 millinhabitants represent 17% of
Hungary’s population, therefore, this can alsodgarded as a distorting factor.

4.1. Concentration

The value ofEllison-Glaeser’s y index can take its value in the interval [-1,1].
Its negative valushows the sparseness of the sector (in this casganies’ choice
of plant location is not random, what is more, theyto settle as far from one

2| left out service sectof0 of real estate activitiesom the survey because in the absence of capacity
the analysis of the sector was not possible withmayhods.
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another as possible), while in the casg@aditive valuesvalues between 0 and 0.02
indicate weak concentration, between 0.02 and O@®y show moderate
concentration, while values over 0.05 suggest gtrmoncentration. Based on the

value of Ellison-Glaeser'gindex, | classified sectors in the following caiggs. If

- y<0 , then the sector is spatially sparse;

- 0<y<0.02 , then the sector is weakly concentrated;
- 0.02<y<0.05 , then the sector is moderately concesdrat
- 0.05<y , then the sector is strongly concentrated.

Table 2.Ranking of knowledge intensive services compardateaspatial
distribution of employees based on Ellison-Glaeseindex (concentration, 2007)

Including Budapest

Excluding Budapest

Classifi- Classifi-
Sectors EG cation Sectors EG cation
62 Air transport -0.0115 66 Insuranaed -0.0337
sparse  pension funding sparse
61 Water transport -0.0015 61 Water transport -0.0066
85 Health and social work 0.0022W 74 Other business 0.0013
(;ena Ckg]_ activities
74 Other business activities 0.007 rated 85 Health and social 0.0017
work
80 Education 0.0351 mode- 71 Renting 0.0027
71 Renting 0.0453 rately 67 Activities auxiliary 0.0033
concen- to financial
trated intermediation
92 Recreational, cultural 0.1361 92 Recreational, 0.0034 weakly
and sporting activities cultural and sporting concen-
activities trated
73 Research and 0.1787 65 Financial 0.0046
development intermediation
72 Computer and related 0.1944 80 Education 0.0057
activities strongly
67 Activities auxiliary to 0.2087 concen- 72 Computer and 0.0100
financial intermediation trated related activities
64 Post, 0.2129 73 Research and 0.0153
telecommunications development
65 Financial intermediation 0.2685 64 Post, 0.1037
L strongly
telecommunications concen-
66 Insurancend pension 0.3360 62 Air transport 0.3706 trated

funding

Source:own calculations

Table 2 includes the ranking of the 13 examinedaktedge intensive service
sectors in terms of concentration determined orbtsss of theEllison-Glaeser’sy

indices
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On the basis of spatial concentration, it can laedt that the majority of
knowledge intensive service sectors, namely, 9adut3 may be called at least
moderately concentrated, and this great degreeomfentration is mainly due to
Budapest, since upon omitting its figures, only twectors remain strongly
concentrated (6Air transportand 64Post, telecommunicatiopsvhile the rest only
qualifies as moderately concentrated at the most.

Table 3.Ranking of knowledge intensive services compardateaspatial
distribution of employees based on Moran index ¢eotration, 2007)

Including Budapest Excluding Budapest

Moran Auto- Moran Auto-
Sectors . . Sectors . .
index  correlation index correlation
85 Health and social work -0.0791 80 Education -0.0603Strong.Iy
negative
65 Financial 65 Financial .
intermediation -0.0343 strongly  intermediation -0.0606  negative
66 Insurancand pension -0.0288 negative 74 .O.ther business -0.0108
funding activities
57 Act.|V|t.|es aumhgry to -0.0224 66 Ingurancqnd -0.0062
financial intermediation pension funding
80 Education -0.0156 negative 71 Renting 0.000®ne
74 _cher business -0.0046 64 Post, o 0.003
activities telecommunications
73 Research and 200012 none 85 Health and social 0.0102
development work
92 Recreational, cultural 4 555 61 Water transport 0.0044
and sporting activities
o 73 Research and
61 Water transport 0.0031 positive development 0.0322 positive
67 Activities auxiliary
72 Computer and related ) 5393 to financial 0.0362
activities h L
intermediation
62 Air transport 0.0109 strongly 62 Air tra_nsport 0.0181
positive 92 Recreational,
71 Renting 0.0262 cultural and sporting 0.0653 strongly
activities positive
64 Post, 72 Computer and

telecommunications

0.0285

related activities

0.1436

Source:own calculations

4.2. Agglomeration

In the case of th&loran index it is impossible to determine the auto-correlatio
level of the sector’s spatial distribution basedvatues only. For determining this,
the (estimated) distribution defined using actuaiaentration values, with the help
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of theMonte Carlo methods also necessary. Ti&eoda 0.9.5-i softwareleveloped
by Luc Anselinis suitable for completing these calculationsrefme, with its help
it is possible to determine the spatial distribataf the given service sector with a
preliminary defined significance level:

- with strongly negative auto-correlation;
- with negative auto-correlation;

- with no auto-correlation;

- with positive auto-correlation;

- with strongly positive auto-correlation.

Table 3 includes the ranking of sectors in termagglomeration provided on
the basis of the Moran index. Based on the indewlrau of agglomeration, sectors
are divided positive auto-correlatiomccursin 5 out of 13 sectorsvhile this index
number is distorted (in the direction of positivéacorrelation) in the event if there
are a lot of adjacent areas “empty” in sectorahgerthat is, having low employment
level. This result is not surprising, since concatitin measures the effect of forces
having narrower range, while agglomeration alsessss the effect of forces going
beyond area borders. Therefore, it would be wodhdacting the survey on the
local levelas well.

4.3. The different sectots

According to the results displayed by the tablesvidedge intensive service sectors
show a rather mixed picture in terms of conceraratind agglomeration. Figures 2
and 3 indicate how sectors can be classified alloage two dimensions.

In order to make the typization of examined serviaectors possible,
| selected some of the 13 sectors that | will idtrce in more detail now.

In the case of secto&l Water transporaind 62 Air transport,based on the
values of they index number, we find that the choice of plantlian by enterprises
operating in these sectors does not or only sigtidpend on other enterprises’
choice of plant location, and if it does dependtpmstead of attractions it is rather
repelling forces that lie in the background. On ttker hand, the values of the
Moran index indicate very strong spatial auto-datren, which in this case is not
the consequence of an attracting force going begobdegional borders, but rather
the relatively low number of enterprises operatmthe sectors (104 and 110), since
this way, many subregions have Igw % value similar to their neighbours.

If data on Budapest are excluded from our calcuhsti the two sectors
behave in different ways; the index values of se6tbWater transportdisplay a
similar picture to the case when Budapest was detduin the calculation, while
sector 62 Air transport shows strong spatial cotraéon. The reason for this may

% The software can be downloaded free of charge frim//geodacenter.asu.edu/software/downloads.
4 Only some sectors are discussed in more detal her
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be that the very few smaller enterprises of thetminsport sector operating in the
countryside are concentrated in some subregionste vénterprises located in
Budapest take up the majority of the whole sec&it0R of 2369 people are
employed by companies with plant location in Bucdpe

Figure 2.Results including data on Budapest
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Figure 3. Results excluding data on Budapest
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In the following, | will introduce the results ohree knowledge intensive
service sectors different both in terms of inderbar values and from Budapest's
aspect.

4.3.1. Activities auxiliary to financial intermediation 1%

Every service provided in close relation to finahdntermediation falls in this
service sector (KSH 2003).

In the case of considering data on Budapest, aimeg) choice of plant
location in the sector is

- strongly concentrated in space 0.2087,
- with strongly negative auto-correlatibr — 0.0224,
- the sector is scatterétl= 0.0908.
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If, on the other hand, we disregard data on Budapen enterprises’ choice
of plant location is

- weakly concentrated in spage 0.0033;
- with positive auto-correlatioh= 0.0362;
- the sector is strongly scatterdd= 0.0014.

The comparison of index values and the analysdiftérent subregionalQ
values lead us to the following conclusions.

Budapest’s influence is especially great, sinceoaling to the result of the
calculation including its data, only the capitaktenLQ value higher than 1.5, the
same value of all the other subregions is smafien tL.. Consequently, enterprises’
choice of plant location is concentrated mainlBirdapest that can be interpreted as
a single island

Figure 4.Distribution of LQ values in sector 67 Activities auxiliary to findalc
intermediation according to subregions, excludiatacn Budapest
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If calculations are completedithout the data on Budapesthe picture
becomes much more differentiated (Figure 4). iation of LQ values in sector 67
of activities auxiliary to financial intermediati@ccording to subregions, excluding

® That of Budapest is the only black subregion inLtemap computed with data on Budapest, the rest
of subregions are white.
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data on Budapest). Relatively many enterprisesabpen the sector — 5531, out of
which 1970 are situated in Budapest.

In the country,we can find enterprises with fewer employees that a
concentrated,although weakly Concentration mainly occurs in adjacent areas;
consequently, there is alsevidence of agglomeratipnso factors go beyond
subregional borders.

This activity is mainlyconcentratedin the subregions of Gy — Sopron —
Mosonmagyarévar, the one surrounding Budapest lzosktof Pécs, Debrecen and
Miskolc. The two biggedtifferencesn concentration can be observed between the
Békéscsaba subregion and its environment (highw, land the Szeged subregion
and its surroundings (high — low).

4.3.2.Renting (71)

Longer term Renting of machinery and equipment euthoperator and of personal
and household goods (KSH 2003).

In the case of considering data on Budapest, coieganhoice of plant
location is

- moderately concentrated in spage 0.0453;
- with strongly positive auto-correlation= 0.0262;
- the sector is strongly scatteréti= 0.005.

If, on the other hand, we disregard data on Budap®n enterprises’ choice
of plant location in the sector is

- weakly concentrated in spage= 0.0027,;
- with no auto-correlatioh = 0.0006;
- the sector is strongly scatterdétl= 0.0079.

The analysis of th&Q values of the different subregions demonstratas th
the picture including data on Budapest is simitathe results calculated without
these values. The only major change is that whildé former casdBudapest and
the surrounding subregiorsmilarly havehigh concentrationwhich also occurs in
auto-correlation values, so this activityagglomeratedaround Budapest, without
data on Budapest, with a significance level of $f#re is no auto-correlation any
more — so th&®entingsector does not have agglomeration in the retsteofountry.

Disregarding data on Budapest does not bring aegtgrhange in the map
displayingLQ values either, only gives a slightly more compleéw (Figure 5 and
Figure 6).

There are 2267 enterprises in this sector, 84Aarhtare situated in Budapest.
Here, Budapest is followed by the subregions belmt may be emphasized due to
a greater degree of concentratioMeresegyhdz, Budatrs, Székesfehérvar,
Dunaujvéros, Gyal, Siofok, Baja, Szentendre, SZgkisand Pilisvorosvar.
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Figure 5. Distribution ofLQ values in sector 71 Renting according to subregion
including data on Budapest

Figure 6. Distribution ofLQ values in sector 71 Renting according to subregion
excluding data on Budapest
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It is important to underline the existence of arélaat prove especially
“empty” from this sector’s aspect: these mainlylie the surroundings of the
Pécs, Debrecen and Nyiregyhaza subregions.

4.3.3.Research and development (73)

This sector includes three types of scientific aesle and development: basic
research, applied research and experimental develap(KSH 2003).

In the case of considering data on Budapest, commpachoice of plant location in
the sector is

- strongly concentrated in spage= 0.1787,;
- with no auto-correlatiod = —0.0012;
- however, the sector is strongly scatteitéd 0.0054.

If, on the other hand, we disregard data on Budapen enterprises’ choice
of plant location in the sector is

- weakly concentrated in spage= 0.0153;
- with positive auto-correlation = 0.0322;
- however, the sector is scatterefd= 0.0106.

In the case of theesearch and developmesector, various changes are
apparent in index values if data on Budapest ackud®&d; auto-correlation grows,
while the y value decreases.

This means that in the choice of plant location enag enterprises operating
in the research and developmergector, an attractive factor going beyond
subregional borders can clearly be detected. Thelolegment of some nodes is the
result of this: such agglomeration points includel&pest and its surroundings like
the Szentendre, Budadrs, Pilisvorosvéar, Vac anddE®dubregions as well as the
subregions of Mosonmagyarovar andsGy

Disregarding data on Budapest brings some chantieeimap displayingtQ
values, the number of subregions havingL#&n value higher than 1.5 increases
considerably (Figure 7 and Figure 8).

Furthermore, the value of the Moran index is sigaiftly increased by the
fact that no enterprise with the main activity o&IR operates in 69 subregions,
many of which are adjacent.

2547 enterprises are present in this sector, owtha¢h 1402 are located in
Budapest. Moreover, the subregions of Pécs, DebreSeeged, Miskolc, Kecs-
kemeét, Székesfehérvar and Veszprém may also beanedt
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Figure 7. Distribution ofLQ values in sector 73 of research and development
according to subregions, including data on Budapest

Figure 8. Distribution ofLQ values in sector 73 of research and development
according to subregions, excluding data on Budapest
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4.4. The boundaries of the survey

The above applied index numbers and indicatorsesgmt useful help in analyses
aiming at the measurement of agglomeration and ezgration, however, it is
important to underline that final conclusions canbe drawn based on only these
values. In the following, | would like to introdudiee limitations of my survey:

1. Spatial division: Since | completed this researnttte subregional level, my
results can only show the presence and range twirfaihiat occur on this level
of spatial division, therefore, it would be usefolconduct the survey on the
county level as well.

2. Absolute or relative concentratiob@ values mean the quotient &f, while
both the Moran index and Ellison-Glaeser’sydex can be calculated on the
basis ofs — % values. The former one measures concentrationgatbe
subregion’s own employment level, therefore, irétative, while the latter
one measures the absolute flow (to or from) ofamati employment. This is
why the use of both is recommended in the survey, @sults must be
interpreted accordingly.

3. Distortion of index numbers: Since no exact data emnployment were
available, only the classification of companiestamms of staff number
categories, | had to assess these. This may reprassignificant degree of
distortion in the value of index numbers.

4. Agglomeration — is it? Behind the high value of eran index there may
not surely lie real agglomeration; it is possilflattthe value increased due to
the concentration of the sector in adjacent subregivith high population, or
the existence of adjacent subregions that, howelvave especially low
employment in the sector and are “empty”.

5. Summary

Based on the frequency distribution of index numebemd values included in the
tables, surveying the concentration of knowledgensive sectors suggests that
knowledge intensive service sectors display a rathixed picture in terms of
concentration and agglomeration.

Based on the index number of spatial concentraiBlison-Glaeser's
y index), it can be stated that the majority of kiemlge intensive service sectors
(9 out of 13) may be called at leasbderately concentratednd this high degree of
concentration is due to Budapest, consequentlyapest is the subregion where
these knowledge intensive service sectors are mirese higher concentration
compared to the rest of service sectors.

However, based on the index number of agglomerdhitoran index), sectors
prove more divided, positive auto-correlation canfbund in 5 of the 13 sectors.
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This result is not surprising, since concentratiwasures the effect of forces having
narrower range, while agglomeration also assebsesftect of forces going beyond
area borders. Therefore, it would be worth condgcthe survey on the county level
as well.

The so-called Budapest-effect is very high boththe measurement of
agglomeration and of concentration.

Based on th&Q indices of knowledge intensive sectors and thaesbf the
Moran index also examining the effects of adjacertogan be concluded that these
sectors are less clustered in Hungary. The valueL@f>15 represents an

internationally accepted low limit that justifidset statement that a sector undergoes
clustering. In each of these sectors there existegions where a certain spatial
concentration may be detected, but these secteress agglomerated in space, and
we can find only three sectors that demonstratéh tdpgatial auto-correlation,
however, this is often due to the “empty” adjacamas.

Based on the survey, it can be concluded that lirmgtecing of knowledge
intensive service sectors cannot be proved in Hynga there are no substantially
innovative clusters in these sectors. This is noprising, since in moderately
developed countries like Hungary the economy hat yet been driven by
innovation.

The survey also demonstrated that Hungarian regamsties and subregions
are in very different phases of development andliiaked to the global economy
very differently. Consequently, their competitiveaecan only be improved by very
different strategies of economic development.
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Subregional Economic and Innovation Contribution of
Hungarian Universities

Zoltan Bajmocy — Miklos Lukovics

Several success stories prove that universitiesadnle to significantly influence regional

development. Partially due to this fact a numberredions have created development
strategies to strengthen the regional effects dfemities and to motivate the academic
sphere for a more intense involvement in regiortanemic development also in the post-
socialist transition economies. In spite of this,ig not obvious whether the significant
regional contribution of universities is a rule cather an exception. On the top of this the
validity of the relevant results of the literatucan not be unambiguously extended to
transition economies.

Present paper aims to measure the contribution ahgddrian higher education
institutions to regional economic and innovationfpemance. On the one hand, it attempts
to adapt the methodology of a former US study ofd§€ein and Renault to a transition
economy, and instead of regional to sub-regionaUL1) level. One the other hand it
expands the focus of their method, and connectsotaef universities to complex territorial
innovation performance, and especially to knowledgploitation ability. It concludes that
universities have significant contribution to oviédacal innovation performance, but very
limited contribution to the knowledge exploitatiahility. This contribution is too forceless
to result in the dynamic improvement of the lo@ar@mic performance or in the rise of the
local incomes.

Keywords: universities’ regional contribution, invetion performance, transition
economy, Hungary.

1. Introduction

The role of universities in systems of innovatiom @aheir contribution to economic
development are widely approached research is3inesincreasing importance of
the academic sphere in the innovation systemsuallysexplained by the growing
importance of knowledge compared to the conventidaators of production

(Etzkowitz et al 2000).

Nowadays “the growth in technological knowledgeie®lincreasingly on
science” (Rosenberg 1994, p. 9.). This “ties indestto universities, which provide
both people trained in the relevant fields, anceaesh findings which enable the
technology to advance further” (Nelson 1995, p).7@n the top of this, it is often
argued that nowadays the conventional teaching rasdarch functions of the
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universities are able to evolve and generate ecaneffects only in synergy with
the new function of the “economic utilization” (Etavitz et al 2000).

The contribution of universities to innovation pm@rhance and economic
growth may significantly differegarding the peculiarities of the given region or
university. In certain cases the contribution ¢f #tademic sphere is apparent and
vital. These success stories (Silicon valley, Rdi2® Cambridge) served as a basis
for numerous economic development actions all tveworld (technology-transfer
programmes, science parks, technology businesbatats, etc.), but the success of
these programmes are in may cases questioned (C@0KkK4, Asheim—Coenen
2005, Lofsten—Lindelof 2005).

Therefore, it remains a basic question whether arsities’ economic
contribution isa rule or rather an exceptiohis seems to be particularly important
in the post-socialist transition economies, whéee success stories are absent, but
still a number of central and local developmenatsgies are based on the hoped
economic development effects of universities.

In present paper we focus on the question whethimersities’ contribution
to regional innovation and economic performance banproved in a transition
economy, namely in Hungary. In chapter 2 we syntleethe main finding of the
literature dealing with the (regional) economic tiiution of universities.
We outline the importance of the regional-level lgsia, and touch upon the
peculiarities of transition economies in this redpén chapter 3 we present the
hypotheses to be tested. Chapter 4 provides awieweon the methodology of our
analysis, which is based on Hungarian sub-regiinaU-1) data. In chapter 5 we
show the results of the analysis and we draw oniclagions in chapter 6.

2. Regional economic contribution of universities

In today’s knowledge- or learning-based economyitinevation potential depends
to a great extent on extra-organizational factard eelations, in other words the
innovation system (Lundval 1992, Nelson 1993). Imast all innovation systems
have higher education institutions (HEIs) a siguaifit role, especially research
universities as essential knowledge-producers fi28®4, Todtling—Trippl 2005).
The literature ofinnovation systemdias uncovered that not solely the
presence of the universities are important, but dharacter and intensity of the
relations between universities and other partidipaf the system. A large body of
literature deals with the mechanisms through whiblh academic knowledge
production affects the corporate innovation perfonoe (Etzkowitz—Leydesdorff
2000, Inzelt 2004, Bercovitz—Feldman 2006), withe tlspatiality of these
mechanisms (Feldman 1994, Morgan 2002, Goldsteinadie 2004, Varga 2009)
and with the transformation within the academicesphthat enables the operation of
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these mechanisms (Etzkowitz et al 2000, Goldfariméleson 2003,
Clarysse et al 2005, Antonelli 2008).

As we can see only a part of the studies dealirth thie economic role of
universities puts the problem of spatiality inte focus. One could easily argue that
universities are rather national and not regiomakdurces”. Students do not gain
scholarships solely from the host region of theversity, nor do they remain there
necessarily after graduation. Furthermore resetieshmake universities become
parts of global networks.

Nevertheless certain universities contribute sigaiftly to their local
(regional) environment and catalyze local economic proces&gsa consequence
regions are increasingly looking at universities exploitable local “resources”.
This raises the need for analyzing the spatial adtaristics of the university-
business relations.

Although the external relations of the universitiae to a great extent
globally tied, a certain part of university-indystelations have local characteristics.
This is due to the fact that the technology-trangi®cess is embedded into the
contexts of local routines and local / regional teys of innovation
(Bercovitz—Feldman 2006). Hence personal relatants local embeddedness gains
and important role, which sheds light on the imaoce of the analysis of the local
and regional innovation systems (Asheim—Coenen 00 the top of this,
externalities (spillovers) that play a vital rofethe innovation process have spatial
characteristics, they are mostly local, thus theiapdistribution of the participants
matters (whether they are spatially concentratezlenly distributed) (Varga 2009).
A number of innovation models emphasize that intiowas a spatial phenomenon,
depending to a great extent on resources thategien-specific and can not be
reproduced elsewhere (Acs et al 2000, Asheim-Ge@R05, Storper 1997).
Although the literature of territorial innovationoatels is heterogeneous (Moulaert—
Sekia 2003, Lagendijk 2006), the given approachssally emphasize the
importance of the local scpecifities (participaatsl relations), the learning ability,
which naturally sheds light on the essential role kmowledge-producing
organizations.

Therefore thespatiality of the effects of universitieas an abundant literature.
The (spatially restricted) economic effects of élitademic sphere are manifold: they
range from the increase of local demand throughdttext technological effects to
the contribution of regional “milieu” (Goldstein—Rault 2004).

These potential effects can be divided into twommaibups: the input-side or
income effects, and the output-side or knowleddeets, which latter covers the
scientific, technical and economic knowledge striegnirom the academic to the
business sphere (Armstrong-Taylor 2000, Morgan 200#ga 2004). Income
effects basically derive from the local spendingtl# university, its students and
staff. Although they may have a significant rolecertain areas, they are not able to
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catalyze the local economythey are static in nature. Conversely, knowleelffests
are able to induce dynamic local development: ey serve as a basis of the local
innovation potential, and thus eventually the inwagiment of economic performance
and the rise of local incomes.

In connection with th&nowledge-effectdhe most intensely researched issue
is probably the analysis of the local spilloversrideg from the spatial
concentration of R&D activities. A number of empii studies proved a significant
and positive relation between university R&D and tlumber of company-owned
patent in case of spatial proximity (Audretsch-Feldma®@,9Anselin et al 1997,
Varga 1998, Autant-Bernard 2001). With the increab¢he distance the relation
becomes insignificant. These econometric analysdsch are based on the
knowledge-production function, provided importambgfs of the existence of the
academic knowledge spillovers and their local reatur

However, beside the knowledge externalities commuedb the formalized
R&D results, there are numerous other channelsnoafetsities’ potential regional
effects. Therefore it is still a pivotal questidrat, to what extent are the effects of
universities general. Do they also affect (besiue patent or product-innovation
effectiveness of the business sphere), the oMeral economic performance or the
rise of local incomes. In this respect the analg§issoldstein and Renault (2004)
based on American time series provides essengialtse They generally proved that
in the USA the presence of research universitigaifstantly affects the rise of
regional incomes, but only after 186vhen — as a consequence of the Bayh-Dole
Act — universities started to make serious effdadsstrengthen their industrial
relations. They proved furthermore, that the chinokthe R&D related effects are
way broader than the transfer of formalized achewsts (patents); overall
university R&D expenditures are more significandigators than the number of
university patents.

While the econometric analyses based on the kn@sl@doduction function
suggest that the critical concentration of R&D a@fyaand local industrial activities
is required for the spillovers to become significéactors, Goldstein and Renault
(2004) found that the general economic effectsrobersities are more intense in
the smaller regions. It seems that universitiesadnle to serve as a substitute for
agglomeration economies to a certain extent.

! The ways of strengthening the income effects ar¢he one hand the increase of the number of
students and the staff, on the other hand the aisthe proportion of local spending. These face
objective hinders (e.g. public procurement rulesidballow the university to prioritize local bugh
Therefore the strengthening of the income effectwt an objective of local economic development.

2 These studies usually use the number of paterasnasasure of innovation performance, which can
be seriously criticized. Nevertheless Acs et aD@@roved that using the number of newly introdlice
high-tech products leads to the same results ag tise number of patents.

3 Although the Bay-Dole Act was adopted in 1980, éffects became measurable only a few years
later.



14€ Zoltan Bajmacy — Miklés Lukovics

However, the aboveaesults can not be unambiguously exteriorized to
transition economiest is not at all obvious, that these effects doog proved there
as well. In the transition countries the perfornearaf the regional innovation
systems is weak (Hollanders 2006), so are the tsityandustry relations
(Inzelt 2004, Papanek 2006), and the politicalamgiaiming at the encouragement
of university-related technology-transfer have jusegun being amplified.
Furthermore, the effectiveness of university-ralatecal economic development
programmes can be questioned in many cases (Ba®@, Buzas 2003, Bajmocy
2006).

The literature ofHungarian universities’ economic contributiois quite
scarce. Inzelt (2004) provides a general overview tbe transformation of
university-industry relations, but spatiality istno the focus of her inquiry. Varga
(2009) verifies empirically that localized knowledgpillovers of university and
private R&D are more intense in case of the spatmicentration of the system’s
participants. Several authors analyse the oppaditgniand effectiveness of
university-related development-programmes (Bart@220Lengyel 2004, Palmai
2004, Bajmoécy 2006, Papanek—Perényi 2006), anappertunities of university-
based local economic development strategies (Le239).

3. Hypotheses

The literature of universities’ regional effectstpuhe knowledge-effects into the
focus of the interest. In present paper we alspy@ar with this tradition, since we
attempt to analyse the ability of Hungarian HEIdbéwmst the economy of their host
region.

Studies that link the presence of universities #mignal innovation
performance use the number of patents or incidgnthle number of newly
introduced high-tech products as a measure of @mimv. The general
understanding of innovation (OECD 2005) is howeweich broader, and does not
seem to be reducible to one given dimension.

On the basis of the Oslo Manual’'s recommendatiomsiraber of attempts
have been made to measure the innovation perfoenahderritorial units in its
complexity — ultimately to map the performance d¢ife tinnovation system
(Arundel-Hollanders 2005, Hollanders 2006, Kanet/al 2006, EIS 2007). Such a
complex approach seems to be especially importartansition countries like
Hungary, since in Hungary for example less thaff dfathe innovative companies
carry out any R&D activity (EIS 2007).

Therefore in present paper we attempt to link tresg@nce of HEIs to the
complex innovation performance of the territoriahitu Within this, the
correspondence between HEIs and the region’s kmmelexploitation ability is
especially important. On this basis we conceptedliaur first hypothesis:
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- Hypothesis 1 Higher education institutions contribute sigraftly and
positively to sub-regional overall innovation perfance, but they do not
contribute to a substantive element of the innovagierformance, namely the
knowledge-exploitation capacity.

The literature surveyed in the previous chaptegests that in the developed
countries universities’ economic contribution ismmgeneral than just affecting the
innovation performance of the business sector. Toewtribute to the overall
regional economic performance and the rise of lggadmes as well. At the same
time, the validity of such an effect in a trangiticountry is not at all obvious:

- Hypothesis 2 Higher education institutions contribute sigraftly and
positively to the growth of sub-regional economierfprmance and the
income of the residents.

4. Methodology

For the purpose of our study we took the analybiGadstein and Renault (2004)
as a starting point, but we carried out certain ifieations on it. These
modifications basically derive from three factoFstst, we widened the focus of
analysis; beside the change in average wages wesxgdsnined the effects of HEIs
on the complex innovation performance with a speaghasis on the knowledge-
exploitation capacity, and the change in the sgfreal economic performance.
Second, we carried out our analysis on local (LAU&Vel, which significantly
influenced data availability. Therefore we had taken certain changed on the set of
indicators used. Third, we carried out our exanimetin such a country, where the
sub-region of the capital (Budapest) concentratesgaificant proportion of the
population, gross value added (GVA), and reseaagadties, and excels from the
country also in a relative way. This inevitably hadbe considered in the statistical
analysis.

The units of our analysis were the 168 HungariafUtl) sub-regions, the
examined period was 1998-2004. The system of stalissub-regions undergone
slight changes between the two dates, thereforeomgerted all the data to be in
line with the 2004 systeinFor the computations we used MS Excel and SPSS 15

4.1, Indicators used

For analyzing the regional effects of HEIs, we uskeae set of indicators: the
dependent variables (which indicate the potentiaht of contribution), HEI-related

4 The data therefore refer to the 168 sub-regiofinettby the Government Regulation 244/2003.
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indicators, and control variables. During the sidecof the variables we carried out
certain modifications on the set of indicators ubgdsoldstein and Renault (2004).
These changes were partially due to the differeircd®e focus of examination, and
partially due to the restricted sub-regional datailability (Table 1).

Table 1.Indicators of the analysis

Change in the gross personal tax base per tax paygyared to national average (in %
points)

Dependent Change in the gross value added per capita comparational average (in % points)
Sub-regional Summary Innovation Index (SRSI)
Knowledge Exploitation Index (KEI)
Is there a HEI in the sub-region
Is there a state HEI in the sub-region
Is there a university in the sub-region
HEI- Is there a college in the sub-region
related Number of teaching staff in HEIs per 1000 inhaki&an
Number of scientists with PhD per 10000 inhabitants
Number of full-time students in HEIs per 1000 initaits
Numbers of degrees awarded in the fields of sciesmmgineering and informatics
Number of employees
Population of the centre of the sub-region
Per cent employment in manufacturing and constracti
Per cent employment in services
Complex accessibility indicator
Control Per cent of incomes generated by proprietorships

Number of patents per 10000 inhabitants

Per cent of incomes generated by proprietorships
Number of patents per 10000 inhabitants

Base-year level of gross personal tax-base peraperp
Base-year level of gross value added per capita
Trade integration (Export sales per gross valuedpd

Source own construction

Two of thedependent variableare related to the innovation performance: the
sub-regional summary innovation index (SRSI), ahd knowledge-exploitation
index (KEIy. These measures of innovation potential referdaptability and the
speed of technical change. These capabilities ganteally lead to the change in
the other two dependent variables.

The latter two dependent variables refer to thengbain the sub-regional
economic performance and in the incomes of thebitéwats: the per capita gross
value added (GVA) and the gross tax base per tgerpd&er capita GVA is
analogous to per capita GDP in its corftentile the gross tax base per tax payer

® The computing method of the two indexes is ouditeer in the chapter.
6 GDP is not available for LAU-1 sub-regions, thugASis used as a substitute.
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captures the disposable incomes of the resifiefit® computation of the variables
is analogous to the method of Goldstein and Rerfa0@4). We first calculated the
values of the variables as a percentage of themataverage for each sub-region
for 1998 and 2004. The dependent variable is tladculated as a difference in the
indexes for the gives sub-region between the twarsyeThe positive value of the
variable therefore refers to a growth rate excagtlie national average (catching-
up, or increasing the advantage).

Thus two of our dependent variables are based@ghhnge of the indicator
values, while two are cross-section data. But imtionm performance refers to the
speed of change in itself, so the introductionhsf growth rate of the innovation
indexes is unneeded.

The presence and the performance of HEImeasured by eight indicators.
Four of them are dummy variables (present or nahénsub-region), while for are
measured on scale. These latter are indicatortedeta the basic functions of the
universities: the number of teaching staff, the bamof full-time students, the
number of scientists with PhD, and the number agfreles awarded in the fields of
science, engineering and informatics. These vartabl where available — refer to
the base year (1998).

To capture the potential effects of universities tise of university-related
indicators is not sufficient, since the differenbetween sub-regions with and
without HEIs may be caused by many other influepdictors. Therefore in our
analysis we applied control variables which areeptially able to explain a
significant proportion of the dependent variablesiation.

The first group of thecontrol variablestries to capture the agglomeration
economies, they refer to the size of the sub-reginstead of using the overall
population of the sub-region, we decided to intamlthe population of the centre of
the sub-region, which better indicates the sizéneflocal concentration.

In order to map the economic structure of the sgiens we used two
variables: the relative weight of manufacturing aswvices in the employment.
We indicated the accessibility of the sub-regiorthry complex accessibility ind®x
of the Hungarian Central Statistics Office (KSH 2p0Several empirical results
prove the link between entrepreneurship and ecangoerformance (Bosma—
Harding 2006). We used two variables in this catggthe per cent of incomes
generated by sole proprietors and the number ehpaper 10000 inhabitants.

" Goldstein and Renault (2004) used the wages asdepevariable, but in this case we also had to
face the unavailability of the data in sub-regideskl.

8 The index considers the time distance from theastaounty-centre (40%), from the nearest sub-
region-centre (40%), and the state of supply (208b)ich latter indicates the extent to which the
residents are dependent on the services of theresenAccessibility is calculated for all the
municipalities and then, weighted by the populatirthe municipalities, the sub-regional index is
calculated.
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We considered furthermore the base-year performahdhe sub-region to
control the endowment effect. On the top of these mtroduced a variable
reflecting the peculiarities of the transition ctigs: the indicator of trade
integration (export sales per GVA). A number of @mpl results indicate that in
Hungary foreign direct investments, and in assmmatvith this export orientation
basically influences territorial  disparities  (Lemdplukovics 2006,
Kovacs—Lukovics 2006).

4.2.  The steps of the analysis

We carried out the analysis of HEIS’ potential citmition in two basic steps. The
differences regarding the innovation and econoreifopmance of subregions with
and without HEIs may derive from many factors.Hefirst stepof our analysis we
attempted to explain these potential differenceadiyg our control variables.

We fitted linear regression models to all of therfdependent variables in
order to test the explanatory power of the contamiables. We used the “backward”
method of the SPSS so we gained such “base-modgisie a relevant set of the
control variables are included with the maximum gilde overall explanatory
power. Therefore the “base-models” indicate thelanqtory power of the relevant
control variables in case of all the dependentaides.

In the second stepve attempted to unfold the extent of university
contribution. We used here two methods. First, walysed whether there is a
correspondence between the dependent variableshandtHEl-related indicators
when controlling for the effects of the relevant s control variables. We
calculated here partial correlations controlled ttoe independent variables of the
base models.

Second, if we found significant correlation betweeiEl-related indicator
and a dependent variable, than we attempted tdesuppt our base-model with that
given variable. Actually, we analyzed whether thEldelated indicators provide
extra explanatory power to our models.

We must mention here that both the HEI-relatedciadirs and the control
variables are strongly correlated to each-otheus tbur regression models are
characterized by strong multicollinearity. Hence wely analyzed the overall
explanatory power of the models (where the lacknufiticollinearity is not a
precondition), we could not and did not draw angatesions on the partial effects
of the given variables.

4.3.  The distorting effects of the Budapest sulmreg

We inevitably had to consider during the analyhiat ta significant proportion of
Hungary’s population, economic performance andaiesecapacity is concentrated
in the sub-region of the capital (Budapest). Thieies of the Budapest sub-regions



Subregional Economic and Innovation ContributiorHofgarian Universities 151

significantly influence the average values of teeehdent variables and thus distort
the results of our examinations.

Therefore we removed the values of the Budapestregibn from the
database in order to gain a more realistic picturethe remaining part of the
country. Thus all our results refer to Hungary'sr@Budapest parts. We certainly
removed the values of Budapest also when calcgldatie average values of the
given indicators.

4.4. Measuring the complex innovation performarfoe sub-regior’s

One of the main focuses of our study is to unftiel torrespondence between the
presence of HEIs and the innovation performandbehost sub-region. Innovation
performance data on the Hungarian sub-regions netravailable, thus we had to
carry out our own analysis to construct these data.

The first step of the innovation analysis was tlecion and classification of
the indicator set. In connection with the consinrctof the groups we built on
Todtling and Trippl's (2005) approach on the stowet of regional innovation
systems, the smart infrastructure concept of Snaihat Wakelin (quoted by Stimson
et al 2006), which has became widely known throtighinterpretation of Malecki
(1997), and the arguments of Florida (2002) ondb@nomic geography of talent.
We attempted to define our sub-indexes in suchyathat they should reflect to the
elements of a “typical” regional innovation system.

In purpose of the index selection the indicatorghef Summary Innovation
Index of the European Innovation Scoreboard (EI®720the Service Sector
Innovation Index of the European Trend Chart orolration (Kanerva et al 2006),
the EXIS Summary Index (Arundel-Hollanders 200%) tNational Innovative
Capacity Index of Porter and Stern (2003), the geirGreativity Index of Florida
and Tingali (2004), the RRSI Index of the EuropeBRegional Innovation
Scoreboard (Hollanders 2006), the indicators of d@malysis of Csizmadia and
Rechnitzer (2005) on the innovation potential oinbarian cities and of Kocziszky
(2004) on the innovation potential of the sub-regiof the North-Hungarian Region
served as a basis.

We tried to avoid to reduce the innovation outpubme certain (and perhaps
ill-defined) indicator. However this approach wouldovide the advantage of an
objective selection criterly the choosing of the dependent variable is proateEm
and it would not provide a detailed picture abobie tinnovation system’s
performance. Besides, the sub-regional availabilify data influenced the
construction of the indicator-set.

° A more detailed description of the innovation pemfance measuring method, and the results of an
analysis that also includes data on the Budapestgiaim can be read at Bajmocy—Szakalné (2009).

10 Like in the analysis of Porter and Stern (2003)ere the relevance of the indicators were defined b
their explanatory power in a regression model wiieeenumber of USPTO applications served as the
dependent variable.
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Eventually we carried out the innovation performaranalysis with 28
indicators (Table 2), which were classed into thgesups: knowledge production
(10 indicators), knowledge exploitation (9 indigalp and smart infrastructure
(9 indicators). Three sub-indexes measure the pedioce in these three categories,
while the sub-indexes serve as the basis of ther&yibnal Summary Innovation
Index (SRSI) with an equal weight. The indicatofsttee Knowledge Production
Index measure the ability to create new scientificd technological knowledge.
The indicators of the Knowledge Exploitation Ind@g&€l) attempt to measure the
characteristics of the innovative business sectotsle the Smart Infrastructure
Index systematizes the factors that provide a lrackgl for sustaining knowledge
production and exploitation.

Table 2 The indicator set of the innovation performancalgsis

1 Number of R&D performing units per 100000 inhatita
Total staff of R&D units per 1000 inhabitants
Calculated staff number (FTE) of R&D units
Calculated staff number of R&D units per 1000 inteatis
Number of scientists with PhD per 10000 inhaligan
Investments of R&D units per 1000 inhabitants
R&D costs per 1000 inhabitants
Expenditures of R&D places
Expenditures of R&D places per 1000 inhabitants

0 Number of patents per 10000 inhabitants

Knowledge
creation

Export sales as a percent of total sales

Export sales per inhabitant

Number of foreign owned companies per 1000 irthalts

Share capital of foreign owned companies as & ttal share capital
Incomes from intellectual properties per inhattita

Knowledge Percent of companies in NACE 24 and 29-34 divisiithin all companies
exploitation (high and medium tech manufacturing)

Percent of companies in NACE 64 and 72-73 divsiwithin all companies
(high-tech services)

Percent of companies in NACE 74 division withihcaimpanies (business
services)

Number of knowledge-intensive firms with morerntt& employees

U WNRPOO~NOOODWN

~

Per cent of employees with university or colldggree

Percent of white collar workers in leading pasis within all employees
Number of full-time students in higher educatiestitutions per 1000
inhabitants

Number of teaching staff of higher educationitnsbns per 1000 inhabitants
Number of ISDN lines per 1000 inhabitants

Registered members of public libraries per 100@litants

Cinema visits per 1000 inhabitants

Museum visitors per 1000 inhabitants

Tourist arrivals in public accommodation estdbiients per 1000 inhabitants

WN RO

“Smart”
infrastructure

©oo~NO® O A

Source own construction
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In the second step of the innovation performanadyais we compared the
innovation performance of the sub-regions with eespo the SRSI and the KEI. For
the calculation of the index values we built on thethodology of the European
Innovation Scoreboard’s Summary Innovation Inded &ervice Sector Innovation
Index. On this basis the construction of our Sufdergal Summary Innovation Index
is as follows:

1. Calculating the minimum and maximum values for eadicator. Regarding
almost all of the 28 indicators, the values of s@ub-regions significantly
excelled the national average (usually positivaly considered a value to be
an outlier if its distance from the national averagxceeded the standard
deviation more than four times. In most of the sa$e8 values had to be
considered as outliers. We removed the outlierswdadculated the minimum
and maximum values in order to avoid the extremmeentration of the index
values. We also removed the values of the Budapibstegion.

2. Rescaling of the value§Ve subtracted the indicator’'s minimum from each
subregional value and divided by the difference tik¢ maximum and
minimum value. In this way all the rescaled valaee between 0 and 1.
Outlier received 0 or 1 depending on the directbdeviation.

3. Calculating the sub-indexesThe sub-indexes are calculated as the
arithmetical mean of the rescaled values of thécaidrs in their group. We
faced a dilemma about the occasional weightinghefindicators, but — just
like in the case of the EIS — we rather put emghasithe transparency of the
method. In addition the development of an objectiéghting system would
have raised further questions.

4. Calculating the SRSIThe SRSI is calculated as the unweighted aritiwadet
mean of the three sub-indexes. The SRSI and theingelx values are
measured on scale therefore they are capable rf ised for the comparison
of the sub-regions. The distance of sub-regionabwation performance from
the national average can also be interpreted swthy.

Out of the results of our innovation performancalgsiswe utilized the SRSI
and the KEI valuesThe other two sub-index values are heavily infkexl by
indicators that can directly or indirectly be link& the presence of HEIs, therefore
we could not use them in our study. SRSI is ald§luénced by these indicators,
even though we decided to use this index as a depéwariable. In this case the
overall influence of HEI-related indicators are anmably much more modest, the
effects of other indicators may overcompensat®ldévertheless these results have
restricted power.

For the calculation of the KEI we did not use arigl4selated indicators, so in
this case we do not have to face such problem. didysis of knowledge
exploitation ability has basic importance in ouaemnations, since it may be able to
transform the university outputs into increasedheoaic performance.
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5. Results

While presenting the results we follow the stepsaofalysis outlined in the
methodological chapter 4.2. During the given steys first show the results
regarding the dependent variables SRSI and KEl tlaawd regarding the further two
dependent variables. This is in line with the logfiziniversities’ knowledge-effects,
since innovation capacity (and especially the keaolgk exploitation ability) can
lead to the increased economic performance andrnieso

By comparing the performance of subregions with H&l us call thenstudy
population, and subregions without HEt@ntrol group we gained an overview on
HEIs' effects on the dependent variables. The diffees between the two groups
are spectacular.

The SRSI and the KEI value of the study populat{fy86 and 0,35) is
significantly higher than in the case of the cohgooup (0,13 and 0,18). With
respect to the other two dependent variables tse saems to be more complex.
Regarding the per capita GVA the study populatiepatts from a significantly
better position (well above the national averagdjich may be due to the size or
partially the static income effects of HEIs. Bué thdvantageous initial position did
not infer a more intense growth rate. In fact tiféecences between the two groups
decreaseld.

The case is quite similar regarding the changetan base per tax payer”,
however the differences are not too sharp this'fimiche apparently higher base-
year performance may partially explain the lowenvgh rates in itself, but only
partially, since in Hungary the territorial disgae$ measured at both regional and
subregional level widen (Lukovics 2008). Thereftre higher base-year values do
not necessarily infer the lower growth rates.

Therefore spectacular differences appeared betiteestudy population and
the control group. However the direction of theiddan was surprisingly opposite
regarding the innovation and the economic perfooearstill, these differences
cannot be unambiguously accredited to the presaind&ls at this level of analysis,
since they may derive from many other factors.

5.1. Explanatory power of the control variables

We attempted to reveal the causes of the diffesehetween the study population
and the control group by introducing control valésb First, we had to test the
explanatory power of the used control variables.fitted linear regression models

1 Change in per capita GVA compared to the natiowetame in percentage points is -7,68 in case of
the study population and 3,81 in case of the cbghaup.

12 Change in gross tax base per tax payer compartbe twational average in percentage point is -0,39
in case of the study population and 0,33 in cagketontrol group.
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on all our dependent variables, where a relevanbfséhe control variables were
used as independent variabfgTable 3).

Table 3.The explanatory power of the control variables

SRSI KEI GVA Tax base

Number of employees X X X
Population of the centre of the

: X X X
sub-region
Per cent employment in
manufacturing and X
construction
Per cent employment in X x
services

Control variables ~ 1rade integration X X X

Complex accessibility indicator X X
Per cent of incomes generated

: . X X
by proprietorships
Number of patents per 10000
. . X X X X
inhabitants

Base-year level of Gross

personal tax-base per tax payer X X
Base-year Ieve_l of Gross Value x
Added per capita
R 0,916 0,916 0,551 0,611
R Square 0,839 0,840 0,304 0,373
Summary  Adjusted R Square 0,832 0,834 0,282 0,342
Std. Error of the Estimate 0,051 0,053 48,935 3,720
Model Durbin-Watson 2,156 2,041 2,009 2,253
Sum of Squares 2,159 2,388 168066,069 1302,942
df 6 6 5 8
ANOVA Mean Square 0,360 0,398 33613,214 162,868
F 138,462 139,885 14,037 11,766
Sig. 0,000 0,000 0,000 0,000

Note “x” means that the given control variable hasrbpat into the “base model”. We did not mark
the Beta and t values of the given indicators, ndrk analyse their partial effects due to thergiro
multicollinearity of the models.

Source own calculations

The explanatory power of the control variables ldgh regarding SRSI and
KEI, while relatively low in case of per capita GVand gross tax base per tax
payer. This step of the analysis revealed whichugrof the control variables
explains the variance of the given dependent vimsathe best, and how strong this

13 The provided the detailed description of the metimchapter 4.2.
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explanatory power is. We did not analyse the paefil@cts of the given indicators
due to the strong multicollinearity of the moddist for the purpose of our study is
was not necessary anyway. In the next step we pttiorcontrol for the effects of
these relevant control variables, and try to ineeethe explanatory power of these
“base-models” by introducing the HEI-related valgsb

5.2. Regional economic effects of the HungariansHEI

On the basis of the results of the previous steheve attempted to reveal the real
effects of the HEIs. First, we analyzed the coroesience between our eight HEI-
related variables and the dependent variables wiéleontrolled for the effects of
the relevant control variables. We calculated phxtorrelations while controlling
for the effects of the independent variables of‘tiese-models” (presented in Table
3) — in other words the relevant set of controliatales. These partial correlation
results showed great differences with respect ¢odifferent dependent variables
(Table 4).

Regarding the SRSI all the HEI-related variablesved to be significantly
correlated while filtering the effects of the canitvariables. The partial correlation
values are relatively strong and in all cases pmsiRegarding the KEI only one
partial correlation result proved to be significéitie number of degrees awarded in
the fields of science, engineering and informatibsg} the strength of the correlation
is weak in this case. Regarding per capita GVA giss tax base per tax payers
non of the HEI-related indicators correlated.
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Table 4.Partial correlation results

SRSI KEI GVA Tax base

Pear- Pear- Pear- Pear-
son's Sig | son's Sig | son's Sig | son's Sig

Number of teaching staff in
HEls per 1000 inhabitants 0,714 0,000 0,101 0,202 0,680 0,389| 0,100 0,210
Number of full-time

students in HEIs per 1000
inhabitants 0,678 0,000{ 0,057 0,476/ 0,114 0,149| 0,054 0,501
Number of scientists with
PhD per 10000 inhabitants 0,663 0,000 0,068 0,390/ -0,170 0,830| 0,080 0,315
Is there a HEI in the sub-

region 0,391 0,000, 0,056 0,484 0,340 0,664| 0,134 0,092
Is there a state HEI in the -
sub-region 0,455 0,000/ -0,044 0,580 0,820 0,298| 0,040 0,618
Is there a university in the

sub-region 0,528 0,000, 0,034 0,672| -0,300 0,707| 0,045 0,570
Is there a college in the sub-

region 0,363 0,000, 0,095 0,230{ 0,610 0,442| 0,158 0,046

Number of degrees awarded
in the fields of science,
engineering and informatics 0,606 0,000, 0,133 0,092 0,100 0,899| 0,132 0,097

Source own calculations

On the basis of these results we attempted toaser¢ghe explanatory power
of the base-models by entering the relevant HEiteel indicators. In case of the
KEI the only HEI-related indicator that showed siiglant partial correlation did not
increase the explanatory power of the model. Inneation with the SRSI we
managed to further increase the high explanatonepof the base model (Table 5).
We constructed here two models. In model 1 we tisecbackward method of the
SPSS, and in this way four HEI-related indicatersained in the model. In model 2
we entered all the eight HEI related indicators #vedcontrol variables of the base-
model. The explanatory power of both two modelgeiy strong.
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Table 5.The explanatory power of HEI-related indicatorsareljng SRSI

Base model Model 1* Model 2*

R 0,916 0,961 0,969

R Square 0,839 0,924 0,939
Model Adjusted R Square 0,832 0,920 0,934
summary Std. Error of the

Estimate 0,051 0,035 0,032

Durbin-Watson 2,156 1,821 1,905

Sum of Squares 2,159 2,380 2,418

df 6 9 14
ANOVA Mean Square 0,360 0,264 0,173

F 138,462 212,4 167,8

Sig. 0,000 0,000 0,000

Note: * Backward methodDependent variable: SRSI. Independent variablesP@ulation of the
centre of the sub-region (2) Per cent employmengervices (3) Trade integration (4) Number of
patents per 10000 inhabitants (5) Base-year leve\oA per capita (6) Is there a HEI in the sub-regio
(7) Number of teaching staff in HEIs per 1000 initeatts (8) Number of full-time students in HEls per
1000 inhabitants (9) Number of scientists with RigD 10000 inhabitant$* Enter method Dependent
variable: SRSI. Independent variables: the contalbles of the “base model” and all the HEI-redate
indicators.

Source own calculations

The results of our analysis indicate the very retstl economic effects of
HEIs in the Hungarian sub-regions (not countinghwtite Budapest sub-region).
Although the presence of HEIs influences the oVvémabvation performance of the
host sub-region (which result has a limited powsee tb the set of indicators us&d
the contribution to the knowledge exploitation #pitan not be proved. Differences
between the study population and the control groughis field can be well
explained by the control variables. The introductad HEI-related indicators does
not provide extra explanatory power. Therefareaccept our first hypothesis

Our results unambiguously show that the presenttEté does not affect the
growth rate of per capita GVA (economic performgraed gross tax base per tax
payer (incomes of the inhabitants). However theselts leave the opportunity for
the presence of income-effects open. Since thel@bswalues of the study
population are significantly higher with respectbimth two variables, the presence
of income-effects is quite probable. At the sammetihese effects are static, do not
influence the growth rates. Therefore de not accept our second hypothesiee
presence of HEIs does not affect the growth of reglienal economic performance
and incomes in Hungary.

14 We mentioned this in chapter 4.4
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6. Conclusions

In present paper we studied the link between thesegmrce of higher education
institutions and the innovation and economic penfomce of their host region in a
transition country, Hungary. On contrary to develdpcountries, the local
knowledge-effects of universities are not significan Hungary (outside of
Budapest), nor are the effects on the economiopaénce of the host region, and
on the rise of local incomes.

By linking the presence of universities to the ctewsub-regional innovation
performance we found that the knowledge-producibgity did not result in
increased knowledge-exploitation ability. In Hungdhe university-based local
economic development programmes are therefore edarout in such an
environment, where the knowledge-producing and Kedge-exploiting abilities
are spatially departed. Hence the success of ghheggammes depends to a great
extent on the endogenous development of industhes build on the local
knowledge-producing capacity. Such a process iataidy slow and ambiguous.

We showed that the differences between sub-regigthsand without HEIs
do not derive from the presence of universitiesytban be well explained by other
factors. HEIs contribution is restricted to the iopal presence of the income-
effects, they are not able to boost the local eacoa@erformance or the disposable
incomes of the residents.

In Hungary, in the studied period HEIs can not lmnsidered as real
.fesources” of local development. Regional innamatsystems are not able to link
the knowledge-producing ability to knowledge-exfdtion, thus the effects of
universities may make themselves felt only in théamal innovation system. But
this inevitably infers the lower intensity of théfeets, since several channels of
university-industry relations require spatial proiy.

Our results suggest that the nature and intensityhigher education
institutions’ regional economic and innovation cdnition differ in developed and
transition economies. This infers a strong needudher empirical evidences from
transition countries, and calls for a cautious #atégn of university-based
development tool that proved to be successfulghliiideveloped regions.
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Role of Proximity in Regional Clusters:
Evidence from the Software Industry

Zsofia Vas

In 1990s, the appearance of information and compatiwnal technologies weakened the
importance of geographical distance and changedettanomic role of proximity, defined as
small distance. Geographical proximity plays a calicole in information and knowledge
transfer and in improving the innovative capacifyfions. However, business partners may
have successful cooperation in spite of great gapolgical distances too, due their relational
proximity, by using the infocommunication technasdoo.

Benefiting from the advantages of geographical asldtional proximity, clusters
form in less developed regions too. Present papigengpts to explore the special
characteristics of cluster formations in the softevandustry in the ‘knowledge isle’ of the
less developed Southern Great Plain Region, in&¥egbregion. To map the relevance of
the e geographical concentration and the industhiate of a potential software industry in
Szeged subregion, it is substantial to count l@ratjuotient of employees and enterprises.
With the purpose of surveying the fields of coopi@naand the strength of relational
proximity between software enterprises, a questarris made.

Keywords: geographical and relational proximity,uster, software industry, Szeged
subregion

1. Introduction

Today, clusters are one of the most competitivérinsents ensuring the future
development of the knowledge-based economy, whiohukate a concentration of
expertise and knowledge, acting as ‘hubs of innomatRegional clusters are local
systems of production, where companies and inititeitin a particular industry
create an innovative system of business and noimdmss relations in a limited
geographical area (Porter 1990, 2000). Yet the etitiye advantage of clusters
rests not only on spatial concentration.

Clusters are considered to be the basis of loegipnal and even national
politics in many countries. They are the new paksompetitiveness forming the
economic map of the world, enhancing the developnaérthe global economy
(OECD 2001). The European Union highly supporté ttoeemation and growth, and
the European Cluster Observatory manages their imgpproviding a wide variety
of data on them for all the countries and regionthe EU.
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The appearance of modern information and communoitatechnologies
(internet, mobile phone etc.) meant the shapingesi channels of information and
knowledge transfer, and revealed that businessigrartmight have knowledge-
based cooperation with each other in spite of ggeagraphical distances too, due to
their common knowledge base, behavior pattern,ulltbackground etc. The
characteristics of ‘being close to each other’ hatanged, the importance of
relational proximity increased. In connection wiitie formation of knowledge-based
relations, the examination of different proximityimgnsions, beside the
geographical one, the ‘relational space’ and ‘neks/oalso came to the front.
The literature of regional science also startefotus on the changed role of the
proximity; the concept of proximity has already bexamined by many writers and
institutions (Kirat—Lung 1999, Boschma 2005).

The phenomenon of the formation of the double nmeaof proximity draws
attention to create new approaches to examineectuand the advantages deriving
from geographical (physical) and relational (Laggad.orentzen 2007), in other
words used by the French School of Proximity Dyr@norganized proximity too
(Kirat—Lung 1999, Torre—Rallet 2005).

Information technology (IT) plays an important rote the development of
knowledge-based economy, its role is emphasizetiategic development programs
of the European Union. Software industry (as a phthe IT sector), has become an
international leading branch, which contributesthe development of information
society. It is highlighted to explore the condisoaof the development of software
cluster, based on the dimensions of proximity. telgsappear as successful economic
development tools in less developed countrieserttiropean Union.

The role of proximity has been changed in the mtmion technology related
clusters in Hungary too, although it has yet narbmeasured. It became reasonable
to examine whether cluster formation may occur or ib in the less developed
Southern Great Plain Region (NUTS level 2) anddrknowledge island’, in the city
of Szeged and in its subregion. To explore the @mm Szeged, it is worthy to see
the example of foreign clusters operating in thedfiof information technology in
other less developed regions, and to adopt theprastices experienced there. The
basic question to answer is that does the softwalestry have the opportunity for
strengthening and clustering in a less developgibm@ What kind of effects of
proximity can be observed in the knowledge-basdtivace industry in Szeged
subregion?

With a view to demonstrate the future opportunitfes clustering in the
software industry in the Szeged, the first stegoisexamine the advantages of
geographical concentration of software companiesrafated institutions in Szeged
subregion, by counting location quotient, aftervgatd identify the presence and
strength of relational proximity to which intercaution can be traced back, by
making a questionnaire with the entrepreneur cottbe software industry.
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2. Economicrole of proximity

In the last decades, the process of globalizatiedl $ight on the formation of a new
spatial organization of the economy (Lengyel-Reeni 2004). The intensity of
global competition revealed the increasing imparéanof geographical
concentration, the co-localization of business m@&¢toensuring permanent
competitive advantages for them.

Proximity is a critical criterion in firms' choicef where to locate its
productive units. Location and geographic conceiotmehave become key factors in
the diffusion and exploitation of knowledge, espégiin the context of innovation,
cluster development and knowledge spillover. Prityimeduces uncertainty, solves
the problem of coordination, facilitates the intgnge learning and thus has a
positive impact on the economic performance andwtiroof a region
(Krugman 2000). Most regional, national developmaoigrams on regional growth
emphasize factors like the nearness of high-tectnsfiand universities, the
proximity of experts and researchers or similatasc

Taking a closer look at the notion of proximity timeoretical and empirical
approaches, we find that its concept used in maay:wve may talk about
geographical, cultural, organizational, technolagicognitive and even institutional
proximity etc. (Torre—Rallet 2005, Knoben-OerlemaP@06, Lengyel 2008).
All these dimensions are certainly not identicalit befer to ‘being close to
something’ measured on a certain dimension (Knobenlemans 2006). As Ann
Markusen (1999) described, proximity is a ‘fuzzyncept’. In many cases
companies in proximity, not in the geographical ssencan have successful
cooperation due to their common language, commdls,sknd experiences, social
and institutional background.

This is also facilitated by the use of informatitechnology. Twenty five
years ago the only way to work with someone atlaranstitution was to talk with
them by wired phone or visit in person. But phoaliscand travel were expensive in
a big distance. The appearance of infocommunicagohnologies, like internet in
the 1990’s explicitly changed the value and theessity of geographical and other
dimensions of proximity, and it became much chedpercollaborate. As the
example of Bangalore shows, software companiesdmalcan develop software
products and carry out the order of software congzaim the USA, due to not to
their geographical, but relational proximity.

Literature (Torre-Gilly 2000, Capello—Faggian 200mrre—Rallet 2005)
usually defines two main types of proximity: geqaral and organized proximity.
When the proximity concept is used, what is oftetually meant iggeographical
proximity, which is signified as spatial, local or physi@tahoben—Oerlemans 2006).
Geographical or regional sciences traditionally tigenotion of proximity, defined
as short geographical distance. Distance basioadigns shortest way between two
points, and refers to 'spatial non-identity’, - no¢ing in the same place
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(Nemes Nagy 2009) and measures the amount of @thyspece between two units
(individuals, organizations, towns etc.). Shorttahge brings the individuals
together, favours information transfer and fadiéitathe exchange of knowledge,
especially tacit knowledge. Agents in geographprakimity, benefit from positive
externalities (Lengyel-Mozsar 2002). The positiieas may appear in the
reductions of transfer and transaction costs, énnilimber of inputs at lower prices
(Lengyel 2001). The diffusion of knowledge genesapmsitive externalities, and
knowledge flow increases the productivity of at¢tes of research and development
(R&D). Empirical studies prove that firms near kneglge (tacit and even in case of
codified knowledge) sources can have better inmawgberformance than firms
located elsewhere (Boschma 2005).

For today, it has become clear that it is wrongassociate proximity only
with its geographical meanin@rganized proximitywhich is not geographical but
relational, is defined as the ability of an orgarian to make its members interact.
The organization facilitates the interactions witliiself between employees and
with other entities outside the organization. Orfgadt proximity is built on two
types of logic. Firstly, when two members of ongagrization interact, they are in
proximity, because their interaction is facilitategd (common, explicit or implicit)
rules, routines and behavior that they use andvolIThis is thdogic of belonging
of the organized proximity, which develops cooperatbetween researchers and
engineers in the same firm (Torre—Rallet 2005).08dly, organized proximity
reflects thdogic of similarity Two individuals are close to each other, bec#usge
are ‘alike”, they speak the same special langutigsy, share a system of common
interests, beliefs and knowledge in the same allsphere.

The researchers of the “Dynamics of Proximity” grouses the notion of
relational proximity (instead of organized proximitthat includes the spatial
dimension of relations. The most frequently examlitkmensions in addition to
geographical ones, - as the critical assessmeBbsthma (2005) underlines, - are
the cognitive, organizational, institutional andcisb proximity. These four
categories together are based on the notion oharga proximity.

- The concept otognitive proximitythat has been developed by Nooteboom
(2006) is generally defined in terms of common klealge base and expertise
among agents. Actors in cognitive proximity haveikir knowledge base,
thus they transfer knowledge and communicate wititheother more
effectively.

- The notion oforganizational proximitymeans relations in the same space
either within or between organizations, and retershe similarity between
individuals sharing the same reference space andlkdge (Boschma 2005).
Organizational arrangements are mechanism thatlit@te transactions and
enable the transfer of information and knowledge.

- Actors are ininstitutional proximity because they pertain to one institutional
framework at macro-level. Relations and interactidretween actors and
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group of actors are regulated by a set of ruleslawd (formal institutional
framework) and common habits, routines, (businespjactices
(informal institutional framework) (Boschma 2005).

- Social proximitycan be defined in terms of relationship betwedoraat the
micro level embedded in the same social contextorAcshare trust based on
friendship, kinship and experience (Boschma 2006)husiness relations
(within an organization) are more socially embedddms possibility of a
better innovative performance is available.

The dimensions of proximity are strongly linkeddach other. Even if they
operate through different mechanisms, all typesease the effectiveness of learning,
have a positive effect on the production of knogktased externalities, and
facilitates networking and clustering (Albino et 2007). Firms in cognitive or
organizational proximity might be able to commutecawithout face-to-face
interaction using modern communication technolggmgercoming the problems
caused by large geographical distance (Knoben—@ans 2006) Taking the new role
of information and communication technologies iatoount, we can state that neither
is geographic proximity necessary per se, nor mtghdt be sufficient in interactions
and cooperation. That is reason why literatureediffitiates permanent and temporary
geographical proximity (Gallaud—Torre 2004).

3. Regional clustersin termsof proximity

The concept of proximity provides a framework foralyzing the different spatial
organizations, like clusters. Clusters exist, thimbers are increasing and more
and more policies are implemented to promote tHeirelopment, and there are
many reasons that describe their success. It becdes that geographical
proximity is necessary in innovation and reseaidiviies, and facilitates the flow
of information and knowledge between actors. MitHerter (2000) emphasizes
the fundamental role of geographical concentrativnase of clusters and defines
regional cluster asgeographically proximate group of interconnecteanpanies
and associated institutions in a particular fieldnked by commonalities and
complementarities’

Enterprises have several advantages of actingnagtltiuster. The proximity of
the companies leads to the inflow of skilled pedpben other regions and sectors.
Therefore, the cluster members have better acoesmployees and suppliers. The
cooperation of neighbouring companies can leadh@¢ouse of common services and
realization of joint projects, processes. In thestr, the availability of information
(formal or informal) and technology (infrastructui® services) is generally higher.
The main advantage of cluster is the increased lefvénnovation by using the
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informal and formal networking and the pool of neses for research and
development.

The existence of clusters rests not only on gedtgcapproximity, but also on
several other factors. The economic relations shapéveen cluster participants are
embedded in the social network and the latter oftave strong territorial roots.
Synergy between interconnected partners does mat, fib they are not in social
proximity. Also cooperation may occur between acfoom different organizations,
but it happens due to the same university originsaxial and family network.
Social proximity reduces the uncertainty, just lgdagnitive proximity. This is true
in case of cluster members and especially in caseewly entering companies,
when they search for new knowledge. As a rule, dirmim is to find partners in
proximity of their own knowledge base. Another impot factor is, that
geographical context of economic interactions igdly conditioned by the role of
institutions.

Cluster members are not only located in the same, &ut they form a strong
system of innovative relations, and cooperate wé@bh other in their own interest to
exchange information and technology, and to trarigfewledge etc.

Lagendijk and Lorentzen (2007) based on the caiteggon of Torre and
Rallet (2005) defined all the combination of geqiriaal and relational (in their
own words organized) proximity (Table 1). In terofsproximity, clusters can be
described as the intersection of strong geograparg strong organized proximity.
For example if organized proximity is strong, babgraphical proximity is weak, it
characterizes non-localized interactions, like gakhain. The geographical and
organized proximity are equally more imperceptibleural, less developed regions,
and the agglomeration is an example where the gtgeographical proximity is a
basic factor, the organized proximity is not.

Table 1.Intersection between geographical and relatioratiprity

Geogr aphical Relational proximity
proximity Strong Weak
(1a) Local system of innovation, (milieug . . . .
Strong production €luste) 3) Cq-loqatlon V\{lthputllnterac.tlon or
(close) coordination, activities in spatially
(1b) Temporary (face-to-face) co- integrated areas (agglomeration)

localization (projects, meetings)

(2) Non localized interaction (e.g.trans-
local organizations, value chains,
coordination using ICT)

Weak
(at adistance)

(4) Activities in isolation (e.g. in rural
peripheral areas)

Source:own construction on the basis of Lagendijk and htzen (2007)

As noted above, knowledge spillover is an esseel&hent in innovation and
in the development of the system of innovative tighship, like in clusters.
Although, the high geographical concentration ofn§, universities and research
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centers in a region belonging both to the sameftarent sectors, is not enough to
explain the innovation capacity of a local areamrorganization (network, cluster).
It is necessary to define the channels through lwttie knowledge spreads. Capello
and Faggian (2005) introduced the concept of meiati space, and explored the
connection betweephysical and relational spaces preconditions of knowledge
spillover (Figure 1).

Figure 1.Role of physical and relational proximity in inndieen and
cluster forming

Physical space Relational space
(local level)
Physical (geographical) Relational proximity
proximity Cognitive
» Proximity of firms to the proximity\
same sector (specialization Oreanizational| Social
economies) Preconditions ganl_za_ 1ona O_Clé
* Proximity of firms of of knowledge proximity proximity

different sectors spillover e
. . . ) Institutional
(diversification economies) .
proximity

* Proximity to universities
and research centres

Relational capital

Channels of
territorial

knowledge
Geographical diffusion Collective
knowledge @ learning
spillovers
CLUSTER
(INNOVATION)

Source:own construction on the basis of Capello-Faggia@320

Relational space is created by the set of all ioglahip (market, power
relationships) and cooperation between firms, dkfié agents and individuals, who
are characterized by a strong sense of belongidgsemilarity. The approaches of
physical and relational space are outstanding toodsalyze the innovation process
and relationships, as in the case of clusters.

On the one hand pure physical space (Capello-Fag@a5) is formed by the
geographical proximity of firms in the same segtorexploit localization advantages)
firms in different sectors (to exploit urbanizatiadvantages) and typical places where
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knowledge is produced, like in universities anceaesh centers. Economic actors in
physical proximity have the opportunity to contaeich other, where the spread of
knowledge and the production of geographical kndgdespillovers are managed more
easily. On the other hand relational proximity atsddimensions (according to the
original notion of the authors it is defined astadl proximity) are the base of the
formation and existence of relational capital (cterof knowledge spread) which is
formed by explicit and implicit cooperation amorgjass. Actors have the capability to
interact and to share common values, which is thedmental element of collective
learning.

4. Softwareindustry related clustersin the European Union

The software industry plays a crucial role in therfation of the Information Society.
The initiative 2010 (European Information Socie?10) aims to support the
Information Society and the media industries witkinrope. The software and IT
services industry employs more than 1.000.000 Eaospecialist (ISM 2006), and
basically every business in all sectors (especralipufacturing, automotive industry,
financial services, insurance and retail) in theoaan Union depends on it, because
it facilitates the development, marketing, coortora etc. The European Union
fosters the growth of the software industry, theettspment of the digital economy,
especially in research and in partnership buildieuggd support the formation and
development of networking and clustering, throughregional policies.

There are many examples for successful IT and emgnsoftware clusters in
the developed regions in the European Union: Sophtgolis in France, the Dublin
IT cluster, the Cambridge Network in England, thecAnhology Cluster Oulu in
Finland (ISM 2006). But there are more and moreettgped and developing cluster in
the less developed regions too (e.g. Cork in Iegl@strava in Czech Republic, Tartu
in Estonia).

Software companies continue intensive developmetitittes and ICT allows
management and coordination from a distance. Vghateresting, that there are very
few examples for software-only clusters (ISM 200B)e software industry is often
included in a bigger regional high-tech clustersithes for example to the industry of
biotechnology, medical etc.) as a ‘supporting itdus The information and
communication technology itself plays a speciat fialthe software industry too, and
contributes to its characteristics: products (safevand teleservices) have an
immaterial nature. They can be developed by a gpbigally dispersed team and
directly be delivered to business partners and wuoess by using digital network,
which leads to the decreasing of the transportatimts too. It is difficult to determine
the economic value of software, and the value efpttoducts and activities added by
the software related companies, because theselyuapalbuilt in a complex, final
product.
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All of the software and IT service related clustethe European Union have
a unique history and structure. One of the factbed determine the process of
formation is the level of competitiveness of thgioa, where the cluster develops.
In the less developed regions (contrary to the ldgeel ones) most of the initiatives
have been launched by the local or regional govemror by the private sector,
where the agencies try to engage industry assogiatid individual companies in
their efforts.

In order to survey the opportunity of formation atelvelopment of a future
software cluster in one of the less developed, ordidt type regions (see Michael
Porter 2003) in Hungary, it is indispensable tonaixe the process of clustering in
other less developed (neofordist and knowledgesteapnregions in the European
Union. The cases of the IT related foreign clusierulu (Finland), in Cork
(Ireland), Ostrava (Czech Republic), Tartu (in B&Y shows the basic role of
proximity in practice in the formation of interamtis, cooperation, research and
development etc. All of the clusters examined maer operate in a less developed
region like Southern Great Plain, with similar gesgahical expansion, social and
economic background.

The formation of software industry in Ireland, esply in the area of Dublin,
Cork, Galway and Limerick started as an agglomamatf major ICT companies
which invested in the regions in business frieratlyironment (ISM 2006). In thety
of Cork the software industry is also largely driven byeign direct investment
(FDI) attracted by the low Irish corporate tax sateubsidies from the EU. In the
region innovation policy was key for cluster deystent, which promoted R&D
and innovation, encouraged spillover of knowledee to this, actors created a
'knowledge zone’ in Cork, to maximize the advansagerive from the proximity of
entrepreneurs, development agencies (e.g. IDA-tridudevelopment Agency)
and entities of local and central government (COG52. The first factor, which led
to the growth of the region, was the financial teses ensured by the government,
especially for infrastructure and prosperous bssinenvironment development.
The second has happened yet due to the bottomitiggiom and empowerment of
the IT related companies and the proximity of ekillvork force. The success of the
cluster in Cork initially derived from the local mpanies, that could work together
with the foreign companies due to the relationabxpmity, then later to both
geographical and relational proximity, making th@operation and development
more easier, with the formation of the innovatiarlkp(National Software Center
Campus), the University College Cork and the Castitute of Technology.

In the city of Ouluin Finland, the foundation of cluster was supmpmbrigy
more factors (ISM 2006): the establishment of NOKi# a regional and national
‘champion’ company, the strong and consistent megicand local development
policies, and the focus on areas where marketrésilaould be identified. IT cluster
in Oulu is one of the most competitive ones, besgmé on the 'cluster map' of
Europe (Morris et al 2005). Key preconditions ire tformation of the ‘Oulu
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phenomenon’ were also the geographical and rekdtiproximity, size and quality
of the local knowledge infrastructure (researchteeand the science park of Oulu
Technolopis Plc.), the access to qualified laboarcd (educated in the Oulu
Polytechnic, the Oulu Region Center of ExpertigeOulu substantial public policy
efforts too were made the ICT cluster flourish: teatral government decentralized
its agencies in proximity to the region of Oulusk®e and represent the local interest
more effectively (Oulu Congress 2006).

By examining further foreign clusters and initiavtoo we would observe the
well known fact (which is underlined by the litareg and many other surveys) that
proximity plays a crucial role in the developmehsoftware clusters too, (beside the
special characteristic that software companies IGSE tools more effectively).
In Ostrava, in the Czech Repubiigs facilitated to form network of business telas
between firms and universities by the creation of related industrial areas,
technology park and innovation centers to utilizet only the advantages of
geographical proximity, but to have more effectkmowledge based cooperation
based on cognitive proximity (CSKI 2002). Conscisteps are taken to attract labour
force, university students and firms to the regifios outside areas to increase the
home base of the software industry in Ostrava.

The growth of the IT sector ifiartu region in Estonia happened due to the
appearance on foreign markets and to the intesipert activities to the direction of
Sweden and Finland (Tartu Region 2007). As supgpliims from Tartu can join to
foreign IT clusters, may receive the most developszhnologies and can have
common product development, research. This referdhé existence of strong
relational proximity between partners from the Siiaavian countries. These types of
cooperation can be also formed by the software eomp from Szeged subregion.

5. How much proximity still matters in the software industry in Szeged
subregion

To investigate the dynamics of proximity, in pautar in the high-tech sector, we
focus on the case of the software industry in #ss lIdeveloped region of Southern
Great Plain, in the city of Szeged and in its sgiome.

The Southern Great Plain (NUTS 2) region is sitthaethe southern-eastern
border area of Hungary. The region is 18,000 sqk#oeneters, biggest region in
Hungary with its population of 1,4 million. Accordj to the measures revealing the
level of competitiveness of its economy, the reggoconsidered as a neofordist type
region (Lengyel 2006, Lukovics 2006). The growtteraf the region is the lowest in
Hungary, and the GDP per capita was one of the foagst between the regions of
the EU2%. All of the three counties (Csongrad, Békés andsBéiskun) included in
the region are underdeveloped, have a workforcén Woiv educational level

L www.epp.eurostat.europe.ec
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(mostly working in agriculture) and yet have notsgad the structural change.
The county of Csongrad (where Szeged is locateabhes only about 48% of the
average of EU 27.

However this figure cannot be applied to the whagion and the county.
The city of Szeged is the so called ‘knowledgendiaf the Southern Great Plain.
Szeged is the fourth most densely populated citigh(@60,000 people) in the
country, almost 40% of the population in the regiors here, and located about
170 kilometers far from capital, Budapest. Togethéh its subregion, the labour
market is approximately 250,000 people. The charatics of the city and its
subregion differentiate from the rest subregionstlia region (Lengyel 2003).
The two-third of the workforce is employed in tfesce sector, the entrepreneurial
is ‘vibrant’, and both the number of enterprisesl @ersonal income exceeds the
average national level. The rate of the employeidis higher education degrees is
high (24,3%). More than 90% of the researcherfiéncounty of Csongrad live and
work in the subregion. Today the three most impartactors, which determine the
growth of the region are (Lengyel 2009):

1. The university (the University of Szeged), whichves know, operates in
the less developed, neofordist region.

2. The function of Szeged and its subregion as a ‘kedge isle’, with the
high number of enterprises, the high level of etlana employment rate
and scientific background.

3. Szeged and its subregion is a knowledge transfgiomewith qualified
human resource, high number of people with scientiégrees, R&D units
and expenditures and the number of patents.

The city and its subregion have a very strong fificand human potential that
facilitates the subregion to become not only a Radge transfer, but maybe a
knowledge creation region. The endowments of therkgion within the Southern
Great Plain region (Szeged subregion) underlinenéoessity of mapping a software
cluster. Sufficient knowledge base is availablessueed by the university
background, educational and research activities, ilg number of university
students (around 30.000 students), newly graduates finally by the Faculty of
Informatics (with nearly 500 newly graduated studeannually). These factors
ensure the fluent re-production of the labour baseually, and the birth of new
enterprises found by qualified, young workforcecifcle of software enterprises is
built, and the first initiatives have already appehto have more efficient
cooperation (cluster) between companies, althoungh dffects of these are still
hardly perceptible.

Our aim is to understand how geographical andioglak proximity and its
dimensions determine the process of clusteringhowlkedge-based activities in less
developed regions. The growing application of infation and communication
technologies appears to indicate that there is akereng need for geographical
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proximity, and it causes the 'death of distanckis has not triggered a collapse of
'near and far' in the reality of individuals andjamizations, not for actors staying in
less developed, peripheral regions (Lagendijk—Lizem2007). Usually, these firms
depend on knowledge sources deriving both insidecanside from the region, as
we will see in case of Szeged too.

The first step to identify the base of a futurewafe cluster is to map the size
of the industry in Szeged and its subregion. Ifghegraphical concentration of the
software industry is proved in the number of erisgs and employees, it makes
reasonable to examine whether the software compaied geographical proximity
or not, and how strong is the relational proxinfigtween software companies.

6. Theproof of geographical concentration

The software industry is a potential leading braircithe micro-region of Szeged.
Mapping the base of a future software clustertlfird is necessary to prove the
existence and concentration of the basic inputofacin the region. We examine
whether the software industry has achieved a sipeaiacritical mass in the region
using the cluster mapping method@éation quotien{LQ) (Patik—Deék 2005). The
measurements are based on the entrepreneurialadatatnf KSH Cégkodtar
(2007/2) and Opten Cégtar (2008).

LQ compares the distribution of an activity to sobase or standard. In this
case the selected base is the employment and theemwof enterprises. In Szeged
and in its subregion more than 200 companies (whéate its seat or/and site in the
subregion), and about 550 employees work in thevaoé industry. To focus on the
most knowledge intensive companies in the regidm tave the biggest role in the
growth of the industry, we only examine limited blity and public limited
companies dealing with software development (NAC&v.R. 72.21.), software
consultancy and supply (NACE Rev.l. 72.22.) whosmlycts have bigger added
value. The software industry in limited sense ismiposed of 91 companies.

As a rule, if the value of LQ is more than 1, dicates a relative concentration
of the activity in the area, compared to the regiera whole. The European Cluster
Observatory determines a stricter value limit eqoid.

According to the value dfQ based on the number of enterprjsghich is less
than 1 in Szeged and in its subregion, we can #tateéhe area has fewer shares in the
software activity than in other regions in the doynin the case of other bigger cities
in Hungary (Gyr, Pécs, Debrecen, Székesfehérvar). It is integeghiat if we not
measure the number of enterprises in capital, Begtapvhere more than 5000
companies work in the software industry from th@®@ompanies in the country),
and we count the LQ only in the countryside (in¢bantry without Budapest) the LQ
is 1,256 (Table 2).
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Table 2.Value of LQ for entreprises and employment

Entrepreneurial LQ Employment LQ
Hungary Hungary Hungary Hungary
countryside countryside

Budapest 1,390 2,171
Szeged 0,944 1,256 1,119 2,867
Gyor 0,829 1,104 0,431 1,105
Pécs 1,016 1,352 0,557 1,429
Debrecen 0,858 1,142 0,681 1,744
Székesfehérvar 1,173 1,561 0,898 2,300

Source:own calculations on the basis of data from KSH Cégldand Opten Cégtar

We got similar results measuringmployment LQ Taking the number of
employees in Budapest into account, the LQ is 1lin1%eged and its subregion, and
without Budapest it is 2,867. None of the otheesiin the countryside can reach this
relatively high value. According to this figuregthelative concentration of the software
industry is secured in Szeged and its subregiothénnumber of enterprises and
employees. The industry may be strong enough tw goapotential leading branch
and also attract related economic activities froenregion itself and from other regions
too.

The statistical research based on the calculatidocation quotients ensured
the observable phenomenon, that software industspécialized in Szeged and its
subregion. It is worthy to note, that the numbeewiployees and enterprises in the
software industry in Szeged and its subregion cabhaacompared to the size of a
traditional industries (e.g. agriculture, food isthy in the region). But the results
suggest surveying the opportunity of software iiguas a potential leading branch
for clustering with qualitative research.

7. Theroleand strength of relational proximity

Using the qualitative method of gquestionnaire, wangine how geographical
proximity matters in the software industry, and hstwong the relational proximity
is between companies. We tried to contact to alhef91 companies (headquarters)
in the software industry (in the restricted send®)t only 74 companies were
available. (It cleared out that some of the comgmralready not exist.) Finally,
31 questionnaires were sent back. It was not reptaBve sampling, but the 31
questionnaire is 34% of the asked ones, so we aare lvalid, reasonable
consequences. The results represent the chartictered enterprises with the
average number of 12 employees. The questionnait® aveated based on the
studies of European Cluster Observatory, of thestiuenaire of Michael Porter and
the literature of proximity. The main areas of theestionnaire included basic
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characteristics of firms (year of foundation, enyphent, profile etc.), and the
dimension of the proximity (the presence and intgred proximity) (Table 3).

Table 3.The measurement of the presence and necessitpgfaghical and
relational proximity

M easur ement

Presence and amount of partnership in the subregiegion and country
(customers, suppliers, industry related companieSME or large company,
university, research center, goverment agenciespetitors, consultant etc.)

. The amount and the utilizing of advantages derifiogn the proximity of input
Geographical factors (qualified workforce, educational and reskainstitutes, technology,
proximity business services etc.)

Lack of input factors and its effects (business g&tsonal, information,
workforce, financial resources)

Amount of products and services produced and stggpoo other local industries

Participating in the same programmes, and traiigse the same educational or

Cognitive working background of the employees,

proximity The continuity and intensity of R&D activities andoperations
Participating in business clubs, forums, organizetj conferences etc.

Number and intensity of business relations wittie ¢rganizations, and between

o the organizations (projects, consortium, tendegiteg)
Organizational

proximity Number and intensity of personal/informal relatiovithin the organizations, and

between the organizations (family, friends etcq #meir effects on the operation
and development of the organization

Role and evaluation social background in the oparati

Social Effects of relations with family, friends or othiedividuals and their role:

pr oximity - to manage the wished market position
- to form and reach the adequate market demand
- to have and transfer information and knowledge

The effect and importance on the operation of degdions, by factors:
o - laws, rules, regulations,
Institutional - cultural norms and habits
proximity - corporal routines
- the effect and evaluation of the economic and pnt&r development in the
region

Source:own construction

The guestionnaire shows that the role of geograpbioximity in the software
industry appears in a special way in Hungary. Thenlver and the intensity of
business partnership between companies confirmvétieknown fact, that there are
no significant distances within Hungary, and padne the capital, in Budapest play
an important role even in the software industry @6&zeged. More than 70% of the
companies have customer relations in Szeged andhp®sd too, every second
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company have cooperation with the University ofdgzk and only 23% have any
kind of connection with universities or researchteein the capital (Figure 2).

What is surprising that, about 60% of the compaodsisionally work together
with their competitors from Budapest. This relaivetensive partnership between
the software companies in Szeged and Budapestlmedethat they are in relational
proximity. Software companies valued geographicakimity as relatively important
factor. In a five point scale (1 not important, &y important) the average of the
answers given to this question is 2,71. Besidewbaker need for geographical
proximity there is proved relational proximity betn companies. They do see and
enjoy the advantages deriving from geographicatipmity, but as firms reported, the
lack of it does not mean a disadvantage espedialifjome stages of on-demand
software development and services.

Figure 2.Partnership of software companies (%)
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There are broad market borders among the IT predumad activities. Thought
many of the distinguished activities can be reledabut it is quite obvious that at
least temporary geographical proximity is necessargooperation. The need of
permanent geographical closeness depends on tliy @fithe technical conception
of the software being developed. Usually, faceatef interactions are required in
software development, definitely in the initial g#ain functional specification, and
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in the final stage in integration and technicaisiasce. Companies in Szeged and in
its subregion are solution-orientated. They practesearch and development, and
focus on design software, instead of making statizedl tasks.

The cooperation witlcompetitorshas special characteristics. Companies in
Szeged and its subregion cooperate and competeeadt other, like companies in
clusters. 78% of companies admitted that the pribximf the competitors inspire
them to make developments much faster and moretigty. Almost half of the
companies have participated in a project withitalin Szeged, and about two third
in Budapest. Typically the cooperation occurs oagcasionally and focuses on
research and development, and may be attained éycdimpanies in relational
proximity. The software market in Szeged and itsregion is mostly dominated by
local partners, no matter we examine the relatipnisbtween producers, university,
rivals, suppliers or customers.

Mapping a software cluster in the subregion, thevesu demonstrates that
companies may enjoy thmositive externalitie®f geographical concentration, and
strive for conscious utilization of its advantag@bhe need of (at least temporary)
geographical concentration depends on the streafjtthe relational proximity.
Relational proximity and its dimensions (cognitiverganizational, social and
institutional) are basic inputs in the innovativeoperation. In the questionnaires,
companies emphasized three factors, as the mosirtiamp inputs of innovation:
attainment of innovative and professional workfoideas and technologies through
personal and business relations and finally thexipity to educational and
postgraduating programs and institutions. The gpnef partners is substantial to
obtain the benefits of innovation-based relatiopshi

Universityappears to be an intermediary institution in tloevfof knowledge
and information, and manages to bring partnersremg relational proximity. It has
significant role in the facilitation of collectivéearning. As the questionnaire
revealed, the companies have cooperation usualjyvaith the university. 45% of
the companies have regular collaboration with tinevérsity of Szeged, and only 5
companies have the relationship with the Budapesvddsity of Technology and
Economics or with the Hungarian Academy in Sciennoe3udapest. Only one gets
in touch with university abroad, within the EU.

Business and personal relationsetween actors determine an ‘industrial
atmosphere' in Szeged subregion, where the sitiggin knowledge background,
experience, practices and routines are naturalni@eg proximity is a pivotal factor
in the software sector in Szeged. More than hathefemployees and almost 80%
of the headquarters of the companies graduatdukitniversity of Szeged, on the
Faculty of Informatics. Companies with the samevidedge background participate
in forums and clubs (52%), conferences (39%) areroprofessional programs
together. It is favoured to have interaction betweempany members, because they
share a set of common rules, specific know-how anghnizational routines.
This points out that they stand in organizatioraxpnity too. Different forms of
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interactions play an important role: the lack ofrgmmal and business relations
(33%), governmental subsidies (29%) is — as therwrdwed firms mentioned —

factor that hampers their future chance to growrévihan 80% of the companies
stated that personal relationships like friendstfigmployees within and between
organizations ensure the flow of information ancdwledge. Furthermore they
(39%) emphasized the importance of informal retetiop between headquarters
and employees, - formed in expositions, conferer@s a channel of information

flow. This process would not be managed withoutiagdlycembedded relations.

Strong social proximity facilitates the affirmatioflinks, the development of trust-
based relations, hence the formation of innovato@peration.

Software companies are characterizedrgnsive innovative activitiegnd
do own research and development (65%). In thedgsars 87% of them have done
innovation, basically product (65%) and technolagvelopment (48%), appeared
in a new market (45%) or participated in profesaldrainings (42%). 10 companies
restructured its organization, and only 7 bougid aat developed its technology.
The questioned firms valued also the factors, whias the biggest effects on their
innovation activities (Figure 3). The results urided the importance and proximity
of qualified workforce, sources of information, penal relationship, university and
research center, and the role of local busineswicesr and organizations
(like chamber of industries and commerce) in cddhis too.

Figure 3.Factors influencing the innovative capacity of safte industry
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The profile of the companies is velyeterogeneoysbut there is need to
support and inspire them to do innovation togefoerthe local industries. Some
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already sell software and IT services to the faoddical, medicine industry and

biotechnology, but these kind of cooperation aileless intensive. If the software

companies have permanent connectivity to othet ladastries, it can also decrease
the cost of collaboration.

The problem faced by the software industry in Sdes®ad in its subregion is,
that the relations are not results of constantemunrent cooperation. They are
supposed to receive financial sources within a comproject or trade development
competition. Companies in general are not willimg hiave regular cooperation,
because they fear to loss their market positiotodnave their good ideas stolen.
However, they already stated (68%) that they wduddready to work together
within a cluster. Solving the problem, the keyasitaw up a conscious development
strategy creating the synergy between partnersagcd companies, university and
other knowledge producer institutions and the regméatives of local government).

Companies in macro-level are embedded in one umistital background.
They are in strong institutional proximity; theyeaapplied to the same laws, rules
and regulations. However actors' satisfaction imeetion with institutions is a very
different question. Interviewed companies valuetiesoelated factors with a 5 point
scale (1 not satisfied, 5 very satisfied). They disgontent with the administrative
obligatory (1,57), legal environment (2,03) andhwihe representation of their
interests (1, 72). Local government does not haeesufficient tools to promote
relation e.g. with industrial parks, cluster builgj the foundation and registration of
new firms, the appearance in external marketspthanization of trainings, clubs
and the development of technological infrastructure

These experiences can be traced back to the lack adnscious cluster
development policy in Hungary. Some policy toole aiready included in the
central economic development programs, but onlgva $teps were made to focus
only on clusters, not only on national, but evemdgional level, in harmony with
the bottom-up initiations of enterprises in differesectors (Grosz 2006).
By drawing up adequate cluster development oriedtgtlans, and having a
consensus made by the private and public secter,dédfault may eliminate.
The process of cluster development may speed ugalae effective institutional
and governmental background. Governments contrifouteminish market barriers,
control market competition, ensure inputs (eg.astiructure, technology etc.) for
economic actors and mediate between companiesnatituiions, which produce
knowledge and labour force. Thus, government maijlittete the cooperation of
companies in clusters too.

8. Conclusion

In Szeged subregion it became reasonable to exglereopportunity of the
formation of a potential clusters in the softwanglustry. The existence of the
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relative geographical concentration and the honse lud the software industry in
the amount of enterprises and employees in thewledge isle’ of the Southern
Great Plain were proved.

Findings ensure the importance of both geograplaicdlirelational proximity
between the actors in the software industry in 8demd in its subregion. Proximity
has a positive effect on the innovative capaciig, development of corporate skills
and the decreasing of transaction costs. The domsearchers and qualified labor
force has been built-up; companies are motivatedepen their existing business
relations, which determine the formation of theical mass of a cluster.

Qualitative survey revealed that geographical cotnaion is necessary, but
not sufficient to create business and non-busimekdions in practice. At least
temporary geographical proximity and strong refaioproximity of the partners is
needed to create cooperation with the aim of soéwlavelopment.

There are two main reasons, which explain thesetgron of the weakness or
strength of geographical and relational proximitytvbeen software companies.
Firstly, the number of collaboration of softwarengmanies in the region and
between regions in Hungary (mainly in Budapest)eadsy the need to access
knowledge sources formed outside the region topea@ally in case of a less
developed regions. Secondly the software indusaginot be compared to a
traditional industry. There are immaterial produatdich may be developed in
bigger geographical distances too, and can be fenmed to anywhere by the
information and communication technologies. Furti@e the necessity of
face-to-face interactions depends on the stagéefcooperation with the aim to
develop new products or technologies.

Relational proximity and its dimension together aegbarately define cluster
formation. Software companies are in cognitive pnity sharing the same
knowledge background, having the same or similaiveusity origins, and
participating in conferences, clubs and forums.yThave an extensive system of
business and personal relations, determined bgahe behaviour patterns, cultural
and social values, rules and regulations, which edimé& the existence of
organizational, social and even institutional pnaiky between them. Each dimension
of relational proximity separately and also togetiéects the capacity of innovation
and collective learning.

There is a lack of more trust-based relations aatihprship of companies,
local government and knowledge producer institjdyut it can be counteracted by
not only occasional, but also frequent cooperatéor by conscious economic and
enterprise development, which is absolutely impuria a less developed region.
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IPR Protection Strength and the Market for Knowkdg

Benedek Nagy

The world of today is called information societhisTmeans, that information, knowledge
and achievements of the intellect are gaining ipdanance in production over the more
conventional factors of production like labour ampital. Who has the knowledge and the
know-how, also has the advantage in competition.

Knowledge or intellectual products have, howevharacteristics of a common good,
which preclude its trade, and hinders specialisafio its production. Knowledge is common
good inasmuch as there is no rivalry in its used atso no natural excludability. Intellectual
Property Rights (IPRs) are an artificial way to latast partial excludability which can —
beside encouraging innovation — render intellectpralducts tradable.

In this paper | am going to focus on the trade tethaspects of intellectual property
rights from an institutional economics point of wiel intend to explore the relationship
between tradability as determined by the strendtthe actual IPR regime and the intensity
of trade in intellectual properties across coungtié am exploring the theoretical basis for
the relationship between international mobilityimtellectual products and the country’s IPR
regime. Based on models and cross-country empiritzdh the strength of intellectual
property rights does influence the magnitude odéreof intellectual products between
countries. My hypothesis is, that when a countliyR regime becomes stricter relatively to
its trading partners, this facilitates the inflowf &nowledge to the country. This is the
technology transfer that can help developing caestto grow.

Keywords: intellectual property rights, patentiédmational trade, efficiency

1. Introduction

In the last decades it becomes increasingly cthat,those countries will be able to
benefit from the new kind of international competitwhich can better adapt to the
challenges of the knowledge-based economy. Knowlasiggaining in importance
as an input to the production process. Thereforie in the best interest of the
countries and governments to facilitate knowledgelpction and try to manipulate
its international spread in their own favour. Th&per uses an institutionalist point
of view to show how this can be done by an appabgly formulated intellectual
property rights protection regime.

Intellectual property rights, or property rights mdroadly, are institutions
which are taken as given or exogenous by neockldssmnomic models. In this
paper, however, what is seen to influence imporgganomic outcomes is the



184 Benedek Nagy

design of this institution itself. Therefore | hate tackle the problem from a
different point of view.

The New Institutional Economics seems a good chdiastitutions have
always played an important role in the life of miaak but their economic aspects
have just recently started to be explicitly invgated. Starting with the influential
works of R. H. Coase as far back as the 1930snéwe institutional economics
a) views institutions as not being neutral, butu@hcing economics outcomes,
b) rather than discarding the whole apparatus ein#tpclassical economics, tries to
link functioning of the institutions with the margilist methodology and c) tries to
use institutional variables as endogenous withia tieoclassical framework.
Thinking about property rights and their causes etffieicts has a long tradition in
philosophy, dating back of course to the Greeks\ristotle. This line of thinking
found its way to economic thinking only recently.His 1960 paper, the Problem of
Social Costs, Coase emphasises the economic impertaf property rights. The
famous Coase-theorem about how clearly establiphegderty rights enhance the
efficiency of the market system in the presencextérnalities is already a part of
most every undergraduate microeconomic textbookhénnext decades numerous
distinguished scholars such as Armen A. Alchianyotth Demsetz, Douglas C.
North, Oliver Williamson and Richard A. Posner -n@me just a few — contributed
to this new economics of property rights.

Property right in economics means “actual poweednotrol or affect the use
of an object, of some aspect thereof’ (Makaay 1$9R47.). This controlling or
affecting can typically mean 3 things: a) usagt¢hefobject (usus), b) appropriating
the returns thereof (usus fructus) and c) the tearisg of these rights partly or fully
to another person (abusus). Clearcut property gigahd their guaranteed
enforcement are perquisites of a well-functioniRgreto-optimal market economy.
If any of these essential rights is restrictechagitby a government authority or by
the nature of the object of the property righticieincy can not be warranted.

The third of these rights is in connection with freedom of contracts and
trade. As Makaay writes (1999, p. 248., italics eyirfA person who controls the
use of an object may find firofitable to allow another person to use it, or to exploit
it with the help of another person. To this en@ thwner enters into an agreement
with the other person. The agreement defines thmipsible uses for the other
person, and therebgonfers on him or hersome economic property rigtits
The above quote implies, that both using our prgpeurselves or selling it to
someone is driven by the profit-motive and leadsthte efficient usage of the
property. If there are any limitations to any oésk parts of the property (that is,
limiting the economic property right that can berfesred on someone, or limiting
this conferring itself), efficiency cannot be asaered.

We also have to be aware of the fact, that the gtppight system is not
static, but dynamically changing. Since it is, ime tinstitutionalist view, an
endogenous variable, it is not merely a given fatttat determines other variables,



IPR Protection Strength and the Market for Knowlkedg 185

but is itself dependent on other economic variablesprocesses. The emergence of
new kinds of objects with new characteristics regsgithe emergence of appropriate
property rights. The tailoring of property rightsthe characteristics of the different
objects can be a natural, evolutionary processtdehe market, but more often than
not it is done by the government.

In the first section | identify special charactids of intellectual products
which the appropriate property rights system habkaodle to be able to facilitate
trading. In the second section | present predistiom the model-level and findings
on the empirical level how the system of propeights influence trade. The third
section compares the cross-country empirical resaltthe Hungarian situation.
Throughout the whole paper | will concentrate nottloe built and structure of the
IPR protection system, but only on its strength.

2. Special characteristics of intellectual productsand intellectual property
rights

Intellectual products differ by their very natunerh physical products in some
important aspects. The most important of theseaufonow is their being common
goods. This means, that there exists no rivalrthiem usage or consumption of
intellectual products. Once a certain piece of atellectual product has been
produced — written, invented etc. — it can be useen simultaneously in more
production processes without any one specific uspgecluding any other.
Considering knowledge a common good in this sengpp@ts the argument that
knowledge should be freely available for anyone everyone. It has been quickly
recognised, however, that the producers of inteldc products will not be
sufficiently interested in producing them if thegncnot appropriate the returns from
their inventions due to their non-excludability cheteristic as a common good.
Based on this recognition, intellectual propertgtpction by way of property rights
appeared in England for example as early as thed#tury (David 1992).

The role of intellectual property rights is to &cially create shortage in the
case of a product where scarcity is necessarilgrdaldsy virtue of the nature of the
product (May 2005). This artificial scarcity senasa basis for the (at least partial)
excludability of intellectual products, and enablid®e (again at least partial)
appropriation of the returns thereof. By creatimgledability, intellectual products
are rendered tradable, price can be set for tisaige; which may result in profit for
the producer of the intellectual product. This kiofl partial excludability is
indicated by the name quasi-common good.

The goal of the different instruments of intelleadtproperty rights protection
— patents, trademarks, copyright — is to maketiomal to invest resources in the
production of intellectual products, meaning theofpot[ion of] the Progress of
Science and useful Arts “ by “securing for limit€anes to Authors and Inventors
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the exclusive Right to their respective Writingsdaiscoveries.” (David 1992,
quoting the constitution of the United States).

Many studies exist that show how the patent syst@mfoster thereationof
intellectual products, or knowledge, starting witthhe seminal works of
Arrow (1962) and Nordhaus (1967). In this papeml more interested in how the
patent system, more broadly, the intellectual prypeights system influences
trading in knowledge.

Intellectual property protection aims not only abtecting the creators of new
intellectual products — this was also not the nmaason for which it was used in the
14th century England mentioned above — but at eaging the spreading of new
knowledge. Clear property rights allow of tradimgarket prices which can be set
due to excludability encourage not only efficiembguction, but also efficient
allocation, which means that by the logic of therke mechanism the intellectual
products will find their way to the most efficiamsers through trading.

Intellectual products have some important charesties that can be
identified as influencing their tradability

1. Appropriability, meaning the possibility that theventor be the exclusive
beneficiary of the profits from the invention.

2. Fungibility, meaning the possibility to simultanabuuse the same unit of
knowledge in more than one production processes.

3. Complexity, meaning the diversity of complementargces of knowledge
required to generate a new piece of knowledge.

4. Cumulability, meaning complementarity between theaaly existing stock
and the new flow of knowledge.

5. The stickiness of knowledge to human capital andimes (Antonelli 2004,
p. 423.).

An intellectual property right regime has to beeatnl adequately handle all
these characteristics in order to enable efficieading on the intellectual products’
market.

Trading in intellectual products involves transactcosts both on the supply
and demand side. These costs cover the cost ahditde right trading partner, that
is, the cost of inspecting the quality and expecteability of the ware to be traded,
of the elimination of opportunistic tendencies atid risk of inappropriable
derivative returns (Antonelli 2004, p. 423.).

! Tradability can be defined, following Antonelliq@4) as the degree to which a certain intellectual
property without physical form can be bought anld sm the market.
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3. Intellectual property protection and trading with intellectual products

Establishing a clear intellectual property rightBR) system makes trading with
intellectual product possible. The possibility ofading in turn leads to
specialisation, meaning that it is no more necgs$ar everyone to produce
knowledge and innovate for themselves, but the yotioh of these can be done by
specialists having comparative advantage in theidyrction. Knowledge can then
be acquired from these specialists through the etafResearch and development
can be detached from production. Producers can th@veecessary knowledge and
technology from the researchers, and researchemsotifiave to bother with the
commercial development of their ideas, like theyd lta in earlier centuries
(Lamoreaux—Sokoloff 2001). The separation and cadjmn of the two spheres are
rendered possible by the market for intellectuadpcts by way of intellectual
property protection measures.

In this section | am talking about knowledge transh a very general sense.
The model | introduce and the empirical test opitsdictions are at the macro level.
These do not say anything about the actual prodess, knowledge is being
transferred from one country to another. Neithet important here, how individual
firms find out, what knowledge and what innovationss worth to acquire from
outside the home country, or what determines tg@mnal spreading of knowledge
and innovations. Although these are all certaintyportant questions, | will
concentrate here only on the aggregate, macro.level

There exists a number ways to transfer knowledgen fone country to
another. “International technology transfer referdhe process by which a firm in
one country gains access to and employs technaleggloped in another country”
(Falvey—Foster 2006, p. 23.). This has many ways raathods, that can and has
been both theoretically and empirically explorecheTpossible ways include
international trading in technology-intensive protd international flow of foreign
direct investments, cross-country licensing, omgatenting in a different country.

International trading in intellectual products reeahese market-conform way
technologies can spread in the globalised Vofltie same way it is important for a
domestic market of intellectual products to cleadgtablish property rights,
international trading in intellectual products teagly influenced by the relation of
the different national property rights regimes.td$iow exactly national differences
in the strength and design of the IPR system infteeinternational trade in
intellectual products, no generally accepted themakeexplanation has yet emerged
in the literature.

2 As opposed to certain non-market-conform ways tlie-market transactions and spillovers (Falvey—
Foster 2006)
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4. Modelling the link between IPR regimes and techoiogy transfer

There are at least two characteristics of a coimtmntellectual property rights
regime, that can influence the inter-country flofnirdellectual products, namely its
design and its strength. The first model | willecitere shows how the design of the
system influences trade (although differences isigie can be translated into
differences in terms of strength), and the secomdlehwill concentrate on the
system’s strength or strictness as an importaetradant variable.

Building on the work of Dornbusch et al (1977), Tomy(1993, 1994) models
at the macro level, how the strength of an IPR meginfluences international
trading in products and services and intellectwatipcts. The model is a Ricardian
trade model, where production and R&D is carriedirthe different countries
based on the relative factor costs. Internatiorzlet then may or may not equalise
factor costs in R&D depending on the institutioselting. Taylor finds, that there is
,a link between asymmetrié patent protection [between countries] and tesyil
trade distortions” (Taylor 1994, p. 363.). His mbdmds, that ,Asymmetric
protection of intellectual property rights: (1) wids the pattern of trade in both
goods and R&D, raises the relative wage rate ottumtry that imported R&D, and
eliminates technology transfer between countrigk;lqwers the amount of labour
allocated to R&D activities worldwide. [...] (3) lowe R&D in the country that
exported R&D, and raises R&D in the country thatpdmed R&D.”
(Taylor 1994, p. 374.). It is important to obsertleat the second statement is in
connection with the encouraging role of IPR protectin the production of
intellectual products (and its role in promotingpeoemic growth, in turn), the first
and the third makes a statement about the rol@ysgn influencing international
trade in these. The first statement is especiaiyarkable as it establishes a link
between the relative strength of IPR regimes amdtithde in conventional goods
and services. The model’s third prediction basjcaieans, that if a country’'s IPR
regime discriminates against innovations made ahraad the country is one that
originally imported knowledge from outside, he vio# less able to do so, and has to
conduct R&D himself, even though he has comparatisedvantage.

What is more important in Naghavi's 2007 model ise texplicit
differentiation of the more developed North, capatl conducting R&D, and the
less developed South, willing to acquire knowledgem the North directly or
indirectly. Naghavi shows, that the looseness ricteess of the IPR regime in the
South not only influences knowledge flow betweenrtNoand South, but also
determines for the North the more profitable wayetder the Southern market. In
his model, trading with goods embodying new knowgkeds an indirect way for the

% He defines the IPR regimes symetric if resultgesfearch and development conducted in another
country enjoys the same degree of protection dacadlst as those conducted domestically, and
asymetric if the regime offers protection only finose intellectual products whose researches are
conducted domestically Asymmetry therefore meadiference in the scope of the protection.
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South to acquire new technologies through imitabngeverse engineering, while
Northern firms’ investing directly in the South neskcopying the new technology
easier. For the Northern firm, this two ways ofegimg the Southern market are
complementary: by exporting it incurs tariff coskajt lowers competition as the
technology itself is not readily available for capy in the South. In the FDI case
transportation costs can be spared, but only atdakeof higher competition because
of imitation. The model finds two bottom-line varlas determining the export
versus FDI question for the North: efficiency oetRR&D project in the North
indicated withg* and the level of technology spillovers in the $outarkedp,’
which is an institutional variable to be set stgatelly by the South Figure 1 shows
how these two variables determine the way Nortfiementer the Southern market,
that is, the channel through which knowledge isperansferred from one country
to another.

Figure 1.The Northern firm’s decision about the way of gomgltinational
R

0.34
0.24
Export
0.14 [f
FDI (duopoly)
1.0 12 15 16 1.81 2.0

Source:Naghavi (2007, p. 69.)

/5 shows the strength of the IPR regime in the Sddifjher values mean less
strict protection8” shows the value at ary at which it the North is indifferent
between exporting to the South or investing diyeabroad. Iff is smaller than that
(more strict IPR protection in the South), it isne@rofitable to invest directly, and
spare tariff costs. If exporting is the outcomee tNorthern firm becomes a
monopoly in the South, in the FDI case, howeveuapoly arisesf” is the
threshold value, under which it is not profitabbethe Northern firm to access the
Southern market through FDI ajfd is that level of IPR protection, under which it

4 Meaning basically how a unit of R&D cost incurradthe North reduces Northern production costs.
® Meaning in turn how a unit of Northern R&D costueds Southern production cost.

® The variables itself is the product of the imitation codisand the strictness of the Southern IPR
protection regime. The model taked as given, it is thus only scaling the effects oé tctual
institutional variable to be set.
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is profitable for the Northern firm to invest ditlyg but it should spend as much on
R&D that it becomes unprofitable for the Southermfto compete, and a restrained
monopoly situation arises. In sum, a Ifwalue is supposed to induce more R&D in
low-tech industries (crowding out exports, thougimd stimulate high levels of
R&D spending in hi-tech industries. Thus both ire thase of less and more
technology-intensive industries it is rational tthee Southern government to pre-
commit itself to a strict IPR regime, as it indutessfer of technology to the South
(Naghavi 2007, p.71.)

If the differences in national IPR regimes do hameimpact on international
technology diffusion, then their appropriate fingihg can become a new way of
competition between countries and also a new piissilfor levelling off.
Endowment with or accessibility to knowledge migh¢ less predetermined,
constrained than endowment with natural resourcagital or labour. If it can be
proven that the type (strength) of IPR systems @@atool in the hand of a national
government can influence international flow of ¢alpand technology transfer, than
using Ghosh’'s words we can speak of a ,new meidgant, of a new tool a
government can use to compete more efficientlyhatihternational level (Ghosh
2003, p. 85.).

5. Empirical studies of the link between IPR strenth and transfer of
technology

To test empirically, whether a link between thesgth of IPR systems in a country
and transfer of technology to that country couldeb&ablished, two questions have
to be answered: first, how to measure the strepfthational IPR regimes, and
second how to measure the magnitude of transfiercbhology.

For the measurement of the strength of IPR regint&rarte and Park
developed a composite index in their 1997 php@&heir index measures IPR
strength along 5 dimensions, giving a number 0-g&ach, and then taking the sum
of these to be the Ginarte-Park index, later reteto simply as Patent Right Index.
The five dimensions are coverage (meaning whatoanwhat can not be subject of
protection), membership in international treatithg (Paris Convention, the Patent
Cooperation Treaty and the International Convenfimnthe Protection of New
Varieties of Plants), enforcement (whether the Skagjon provides adequate

! Naghavi also shows, that stringent IPR protectioasdnot only attract more FDI to the South and
induce higher levels of R&D in the North, but alsthances Southern welfare more, than does a looser
IPR regime.

8 Beside this Ginarte-Park index, empirical studiss another, called Rapp-Rozek index to which due
credit is given both in Ginarte—Park (1997) and/EgtFoster (2006).
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mechanism for the law to be enforced), and reginistto exercising IPRs (eg.
compulsory licensing), and duration of protection.

For the measurement of the magnitude of transfeteohnology many
different indicators can be used. Falvey and Foé2&06) enumerate 4 basic
channels through which technology can flow from epantry to another, and that
is through international trade, through foreigredtrinvestment, through licensing
agreements and through cross-national patenting.

In their original study Ginarte—Park (1997), thenaof the study was to
examine, what determines the Ginarte-Park Indea dependant variable. In Park
and Lippoldt (2003) the authors conducted an ewgdistudy to examine whether a
statistical relationship can be established betwherstrength of IPR regimes as an
independent variable and technology transferseeitin the form of foreign direct
investment or in the form of technology-intensiveerohandise import. They
conducted a regression analysis where they usalibee mentioned Ginarte-Park
Index to measure the strength of the IPR systermnasxplaining variable. Beside
that, their regression analysis has many contrdbbbes (like country-risk or per
capita GDP), accounts for individual, country-sfieaffects like culture or quality
of institutions (Park—Lippoldt 2003, p. 16). Theuotries involved are grouped into
two groups of developed countries and least deeel@mpuntries. Table 1 shows the
percentage change (and the significance level ackets) in inward and outward
foreign direct investment (FDI), and exports angams due to a one percentage
change in the strength of IPR regimes (as meadqyrélte Ginarte-Park index).

Table 1.Ginarte-Park Index elasticities

Effect of strengthening . Developed Least developed
- All countries ; .

Patent Protection on... countries countries
Inward FDI to GDP 0,49 (p=4,4%) 0,73 (p=1%) 2,76 (p=2%)
Outward FDI to GDP 1,69 (p=0,0%) 1,90 (p=0,0%) 6,11 (p=0,1%)
Exports to GDP 0,172 (p=16,6%) insig. insig.
Imports to GDP 0,315 (p=1,1%) 0,243 (p=14,4%) insig.

Source:Park—Lippoldt (2003)

The effects of increasing the IPR index raised Wottard and outward FDI
for both country groups, and the effect was stronige the least developed
countries. The result thus is, that a rise in antgts IPR index will on average rise
inward FDI and technology intensive merchandiseartgpto the country. The IPR
index had only a moderate effect on aggregated rimgud export, and this effect
was not even significant for the least developedhtries. This leads the authors to
the conclusion, that intellectual property righteotpction affects exports and
imports only in a very roundabout way, and on tttephand that trading and direct

°In a 2008 paper (Park—Lippoldt 2008), this patigtit index is developed further, and an index for
the strength of copyright protection and tradenmagit protection is included.
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investments function as complementary in the cdseahnology transféf. This
latter conclusion is completely in accord with theults of Naghavi’s model.

Strengthening the IPR systems can contribute tofldwe of technology
transfer towards the developing countries (Parkpalgt 2003, p. 8.), be it either
through foreign direct investments or the import t#chnology-intensive
commodities. The strength of intellectual propedgime is however not the only
determinant of knowledge diffusion. Some otherueficing factors, the effects of
which could even be studied at the model level mighthe extent of the market,
the quality of the labour force, the infrastructyselitical stability etc.

Even if we take the strictness of IPR protectioma aeterminant of knowledge
inflow into a country, it may not be the absolupet the relative strictness of the
protection that matters. In the next section | wifle the Ginarte-Park index of
countries to measure the differences in the sefdnof IPR protection between
trading partners, and see whether and how thisienies knowledge inflow as
understood by Park and Lippoldt (2003, 2008). Il wée Hungary as a target
country. Based on the above studies of Park anpoldp, my prediction is, that as
Hungarian IPR protection gets stricter relativethat of its trading partners, this
encourages knowledge inflow, while as it gets lopo#ediscourages knowledge
inflow.

6. Patent Right Index and technology transfer in tle case of Hungary

Neither the original 1997 study by Ginarte and Padt the 2003 study by Park and
Lippoldt includes Hungary. Park in his 2008 paperd.), however gives the values
of the Ginarte-Park index for Hungary. For the geb60-1990 Hungary scores an
average of 2,20. For the year 1995 the index i defhaining unchanged for 2000,
and rising to 4,5 to the year 2065Having the scores of the patent right index for
different years, and having the model of Park—Ligp{2008), we can see, whether
the Hungarian data support my predictions. Parkpdlgt (2008) has the
methodology of what to measure and how to measitey regress a) stock of
inward FDI, b) technology-intensive merchandise ong and c) technology-
intensive service imports to the Ginarte-Park IndeRatent Rights. In their paper,
they use data from altogether 120 countries, witay divide into three groups:
developed countries (25), developing countries (68uding Hungary) and least
developed countries (27). What they find is, tHdtrdse in the Ginarte-Park index is

10 Falvey and Foster (2006) also enumerate (p. 2%)yméher ways how technology transfer can be
measured with the corresponding methodologicaicdifies.

! The Patent Rights Index for Hungary is, howevelfedint, being 3,71 in 2000 and 3,37 in 1995
(Park — Wagh 2002, p. 40.). Partial figures ar&10for Coverage, 1,00 for Duration, 0,67 for
Enforcement, 1,00 for Membership in Internationegafies and 0,33 for Protection from Restrictions
on Patent Rights.
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accompanied by a 1,65% rise in inward FDI to dgvelp countries (as opposed to
11,2 to developed and 1,66 to least developed gesptA 1% rise in the Patent
Right Index goes together with 1,34% rise in menclige imports to developing
countries (compared to 9,86 to developed counttie$ 0,54 to least developed
countries). Also, the coefficient for service imigto developing countries is 0,99
(9,99 to developed countries and 0,97 to leastldped countries). They also give
coefficients in a sectoral breakdown: they liststhgarts of merchandise imports
and service imports which are the most likely tmdpralong with them the transfer
of new technologies, and see how these are relatetie strength of the IPR
systeni?. In the case of the merchandise imports thesepl@maceuticals, office
and telecom equipments, organic and inorganic otedmjielectrical and electronic
products, aircraft and spacecraft-related prodactsoptics and precision equipment
(Park—Lippoldt 2008, p. 37.). In the case of saxsitnports they list communication
services, computer and information services andaltieg and license fees
(Park—Lippoldt 2008, p. 43.). | also acquired dataHungary in these categories.

Table 2 shows foreign direct investment, technolioggnsive merchandise
import and technology-intensive services import tfog years 2000 and 2005 into
Hungary. As a reference, | indicate in the firstuoan the Ginarte-Park index for
Hungary.

Table 2. Knowledge transfer to Hungary

G-P Index Te_zchnol_ogy- _ Tec_hnology_—
Year Inward FDI intensive intensive services
for HU S )
merchandise import import
2000 4,04 22869,9 16 101,3 461,0
2005 450 61970,1 328424 1 956,8

Note: All boldface numbers are in million current USD
Source:MNB, KSH, UNCTAD

It is important to note here, that Hungary fits theginal Park—Lippoldt
prediction inasmuch as a rise in the IPR index fréf@4 to 4,50 is in fact
accompanied by an increase in technology-intensierchandise and services
import to Hungary. My objective now is to see whehese merchandise and
services come from: do they come from countriesrevingellectual property rights
are strongly or loosely protected? Do they comenfomuntries that have a stronger
or looser IPR regime, than Hungary? Is this inflolvmerchandise or services
sensible to changes in the absolute IPR protestimmgth or its relative state to the
trading partner?

Having data of the above categories broken doweotmtries of origin it is
now possible to see, whether any connection carsdsmn between change in
Hungary's relative IPR strength to its trading pars and the change in stock of

12 The model certainly also uses control variables.
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inward FDI, technology-intensive merchandise impoahd technology-intensive
service imports, respectively. To see this | usath dor only those countries, for
which Park (2008) gives a Ginarte-Park index, whiH.20 countries. This means,
that in the case of inward FDI, in 2000 88,1% and2005 90,3% of the whole
inward FDI is covered. In the case of the technglogensive merchandise imports,
this means 99,46% and 98,64%, respectively, anithéncase of the technology-
intensive service imports, 98,57% and 97,56%, mdgpdy. From the sample |
excluded those items, where trade or FDI stock @vas at least one of the years,
and also excluded outliers, where the change heeivay was more than tenfold
during the five-year interval. After these exclugiany data account for 86,7% of
the inward FDI stock in 2000 and 76,68% in 2005tha case of merchandise
import these percentages are 99,45% and 98,58 atesgly and for the services
import they are 97,28% and 83,42%, respectivelyodk into account further
variables that could also have their effect, ltke &bsolute value of the IPR index or
GDP growth.

According to my prediction if Hungary employs aatélely stricter IPR
protection regime as a trade partner country, telcigy-intensive merchandise and
service import and FDI from that country shouldrease.

Statistics, however, do not show any discernablatiomship between the
change in relative IPR strength of a partner cquaird the change in the value of
technology-intensive merchandises coming to Hunfyam that particular country.
All the variables together explain only a tiny pemtage of the change in
technology-intensive imports and FDI inflow.

This could on one hand be interpreted, that a ahémghe trading partners’
relative IPR regime strengths can in and by itself determine the magnitude of
knowledge inflow, and is not even the most impdrfantor determining it. It seems
odd, however, that while an increase in the stredtiPR protection does attract
more knowledge from outside, we cannot attractiggmtly more just by putting
ourselves in a relatively better protected situation the other hand this could mean
as well, that inflowing knowledge requires a certldvel of IPR protection, and
once it is reached, Knowledge can be imported ditgss of the level of IPR
protection in the exporting country.

Still the data show that the higher the partnerntes score on the
independent variable (relative IPR strength), theatgr the upward spread of the
dependent variable (knowledge inflow in the vari@a®ve mentioned forms) can
be. This could be meaning, that the change indlagive IPR strength does not, per
se, determine technology transfer through thesarshis, but a greater positive
change in Hungary's relative IPR strength is ablaltow for higher technology
transfer, while the smaller the positive changéhergreater the negative change, the
less it is able to do so. It is also possible, thatdata are heteroskedastic, meaning
that countries to the right has better chances xiibéing higher growth in
knowledge transfer than countries to the left, fome reason in connection with
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their scoring higher on the independent variablat this heteroskedasticity
hypothesis can not be tested on this model.

This model should be extended and studied furffiee. main task to be done
is identifying further variables that influence kviedge inflow to Hungary from the
trade partners. My aim is to identify country greuthat behave significantly
differently than other countries, when it comegrtmsferring knowledge-intensive
products and services to Hungary.

On the international level, there are continuodsresf being taken to facilitate
the mobility of this quasi-common good. The indtdoal measures are trying to
benefit everyone, including the seller and buyamtry of the intellectual product,
and also its creator.

One field of these efforts are The Trade-Relategpedts of Intellectual
Property Rights (TRIPS) treaty proposed by the Wdrtade Organisation. This
aims at the international harmonisation of natiol®R regimes. The treaty was
signed at the Uruguay round of GATT/WTO, and erdeirgo force on the 1st
January, 1995. This treaty prescribes minimal stedgifor national IPR legislation,
specifying also some exceptions. Second, it alssudles rules regarding the
enforcement of the treaty. Third, it also designdispute resolution mechanism.
It would however exceed the scope of this theaakpaper to examine the effects of
the TRIPS agreement on the international markétteflectual products. This way,
the trade-distorting effects of different natiolegislations can be circumvented.

A second field is the development of the institnéibfoundations of the trade
in intellectual properties, including ways for examto reduce transaction costs.

7. Conclusion

Theoretical studies show, that the actual shapebaiitl of a nation’s intellectual
property rights protection system can and does kffeet on the international flow
of intellectual products through the markets. SggnlPR protection attracts more
intellectual products into a country.

My objective was to test if there is a link betwdba strength of a country’s
IPR protection systemelative to the partner countrieand knowledge-intensive
import from that particular country. If this is tlease, different countries can shape
their IPR regimes to profit more from the interpaal flow of knowledge, while
this can be a disadvantage for others.

In the case of Hungary, however, | found no sunk bf any significance,
which could possibly mean, that if an IPR protactiegime is strong enough in
absolute terms, certain units of knowledge can moited, otherwise not,
regardless of how much the protection is strondemtthis threshold value.
The international efforts to standardise IPR systendlicate, that differences in
relative strength still have some effect.
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It is thus up to further studies to examirgw exactlyvarying relative
strength of IPR systems influence technology tremef the above mentioned kind,
or other kinds, like the international flow of knlaéige workers and human capital,
and the resulting knowledge products as embodigdtents or copyrights.
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Manageable and Unmanageable World Crises
(Climate and Economy)

Karoly Kiss

This study examines the two world crises, climdtange and the financial meltdown,
followed by an economic depression, and compares they can be managed. Climate
change has set in and to most probability it wdlise immensly big damage, human suffer
and loss. Still, for the time being internationahemunity is not suited to avoid it. In contrast
to this, huge efforts, including international cadimation, are made to combat the financial
and economic crisis. This comparison is astonishwilgy is there a sudden solution for the
one, and why there is not for the other?

As concerns climate stabilization the main questomhether present mainstream
economics, interest relations, moral patterns amérinational institutions give an adequate
framework for the solution. The economic crisisoatgaises basic questions concerning
mainstream economics and economic policy: Can brahgeced be tamed or it is part of the
system? Are crises inevitable? Can better co-ofidnabn the international level solve the
problem? The combination of the management ofwbectises is also examined: whether is
there a green way out from the crisis. But to stheeworld economy via a green energy
revolution also seems to be a questionable entezpri

Keywords: financial crisis, climate crisis, manaéss unmanageable, green way out,
regulated capitalism, temporary taming

Was the Earth a bank, it has been
already bailed out long ago.
(the Greens)

1. Climatecriss

In the Intergovernmental Panel on Cimate Chang@fUN experts of almost all
countries participate on an equal parity. The dniéthi of the reports is underlined
by the fact that they are published when unanimig reached. Reports of the year
2006, and especially that of Feruary 2007 contairy Wiepressing statements. The
most importants ones are as follows (IPCC 2007):

- Most of the observed increase in globally averaggdperatures since the
mid-20th century is very likely due to the obseruecrease in anthropogenic
greenhouse gas concentrations
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- The observed widespread warming of the atmosphedeoagean, together
with ice mass loss, support the conclusion thad #gxtremely unlikely that
global climate change of the past fifty years carekplained without external
forcing, and very likely that it is not due to knowatural causes alone.

- Anthropogenic warming and sea level rise would icwa for centuries due to
the timescales associated with climate processes feedbacks, even if
greenhouse gas concentrations were to be stabilized

- Both past and future anthropogenic carbon dioxidessions will continue to
contribute to warming and sea level rise for mér@nta millennium, due to
the timescales required for removal of this gamftbe atmosphere.

The expressiongery likelyandextremely unlikeljhave not yet been occured
in the IPCC reports; they express a new stageieitiiic conviction. A figure from
the referred IPCC report demonstrates temperatar@ations in function of the
world economy development. What does matter heréhas even without any
antropogenic green house gas emission surface tatape slightly increases, by
0,3 centigrade in this century. Warming up hasaalyebecome ,self-sustaining”.
Temperature increase due antropogenic emissionswvadyfrom minimum 1 to
maximum 6,5 centigrades.

We have started a natural process what we canopt atymore. Positve
feedbacks emerge: with warming up ice cover is imgltthe albedo of the Earth
decreases, warming up further increases. The melfirpermafrost also has begun
which results in escaping to the air of an immerétyvolume of methane from the
frozen swamps. Its green house gas effect is memgst more than that from
antropogenic activity. With the slow warming uptloé seas methane is also coming
up from the organic residuals on the bottom ofstises.

What is at stake now is the measure of warmingSgentists should like to
stabilize temperature increase at 2 centigradevéloat the damage of ecosystems
becomes irreparable and warming up unhaltable. \W& hrave in mind that average
surface temperature during the ice age was onbnfigrade lower. Let us imagine,
what could happen with a similar change in the sgpadirection. (And forecasts
for the end of the century vary between 1,5 anccérfigrade.)

The Stern Review on Climate Change (Stern 200€dtober 2006 revealed
completely new facts concerning the costs and litsnef climate stabilization.
Earlier, leading politicians and economists thoutiat mitigation should not have
two much sense because there would be winnersedflitmate change as well and
costs of avoidance should be extremely high inrasbto gains. The report proved
that even Nordic countries would be losers afteriratial gain and benefits of
mitigation far overtake costs. Namely,while prevemtshould claim for roughly 1
per cent of World Gross Product yearly, in the latht 5 to 20 per cent of WGP
would be lost in every year for ever. (For illusima: the costs of prevention of a
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world epidemic should be roughly | per cent of W®&Pworld wide advertisement
costs make up the same amount.)

Observing the principle of auditur et altera plsus mention some opposing
views'. These views are forming three groups: those whjekstion the fact of
climate change itself, others object to its antggpoc character (Hans Labohm,
Fred Singer), and, thirdly, which do not deny tmr@pogenic climate change but
not rank it as first priority for mankind. Bjorn hiborg Danish environmentalist
lately emphasises that the the envisaged costdirte stabilization should be
spent on supporting poor countries, combatting fi@mdr AIDS in Eastern Africa
(Lomborg 2007).

For many, like myself, James Lovelock is the auttiamber one in climate
affairs. He evaluates the possible consequences moee heavily than the Stern
Review. While the latter says that consequencehtréqual as those of a world
war, Lovelock adds that as a global nuclear wacotding to him half a billion, but
maximum one billion people could survive climateacbe by the end of our
century. In an interview given by him to Rollingsetcom, he explained that even if
mitigation measures will have a high profile, tharming up could not be stopped
(Goodell 2007). Earlier, Lovelock thought that timassive use of nuclear energy,
replacing the fossils may save mankind but inititisrview he saw no solution.

At last, the question of adaptation should be noeetil. As concerns nature
and species, many think that it is possible, batglocess of climate change will
accelerate and all this will take place in suchhartstime, that genetic adaptation
would be absolutely impossible. As concerns peapié nations, the richest will
have better chances to survive but the poor wiliska

1.1. The theoretical framework of analysis

We should examine whether economics and sociahsesein their present form are
apt to manage the problem. The climate changesrasdous challanges in the
following aspects:

- intra and intergenerational unequities,
- intertemporal unequities,

- regional and inter-national unequities,
- incertainties,

- risks.

The centrepiece of mainstream economics is weléa@nomics. Welfare
economics is designed to be implemented within ooentry, supposing one

! This is based even if we only want to follow thitezia of science by Karl Popper (namely, it is
scientific, what can be questioned).
2 This point roughly follows the argument exposethia Stern Review.
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jurisdiction and one decision maker (government)l &nis not apt to examine

climate change, due to its global character. Itstnmaportant criterion is the social
welfare function, meaning that welfare is maximdlen the volume of goods and
services sonsumed by households is maximum. Th&ameelunction also can be

interpreted only within one country, besides, i$ l@aserious shortcoming from the
point of view of the examined question. Namely, sleial welfare function can be
maximized at any (!) income distribution patternutBmplementing the social

welfare function for the effects of climate charnigeould be unacceptable to defend
mankind from the natural catastrophe in the way ¢imdy global effect matters, the
differences in damages suffered by the single cmsvere neglected.

The ruling economic paradigm is equally unapt tohage uncertainties and
risks. To the contrary, it is embedded in positivisrying to quantify everithing, not
taking account that economics is not a discipliriaut values. But analysing the
effects of climate change, uncertainties and risge an enormous importance.
In most cases effects and damages to come cardskdnly within wide limits and
given with a high coefficient of uncertainty.

The concepts which can bring us to our purpuséntbthe proper framework
for the analysis, are externalities, public goodd faee riding. It is because,

- the climate itself is a huge, global common gobd,gervice of ecosystems,

- climate change is the world’s biggest externalityfar (never has been seen
something similar),

- but climate stabilization policy is also a publioogl (as nobody could be
excluded to enjoy its benefits),

- and free riding emerges with an all decisive weiglauntries that make no
effort will also enjoy the benefits of climate ngidition policies.

As a result, these concepts should be reinterprétgolemented in global
dimensions:

- The climate change as a global externality meaaswle should cover not
only damages caused to others in our country and Inat we are responsible
for damages caused in other countries and othetineos, to other
generations and in the future as well.

- Climate mitigation as global externality means thatcess can be achieved
only by international co-operation, and the fraders are the countries who
do not participate in it. The international commuyrtias not any enforcing
powers so far on the dissident countries and eaffaiitl be fruitless while
institutional solution will be born to include dfie countries.

One of the many theoretical problems appears infigld of discounting.
According to the well known method used in businessulations comparing and
unifying costs and benefits accruing not in the eatime are made through
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discounting. Future benefits and/or expenses greesged in present value with the
help of discount rate and they can be comparednhys It seems to be evident that
this method should be used in case of climate ahasgvell, if we want to compare
damages accruing in different places and timescassts and benefits of a climate
stabilization policy which similarly appear in difent times and places. But heavy
methodological problems appear because the traditidiscounting is apt only for
comparing small scale differences by one trayectwhjle in case of climate issues
there are separate trayectories (countries, regadfected by the climate change in
a very different way) and separate time dimens{pnssent and future generations)
and differences are huge.

All this is raising underlying moral and ethicabptems: how to evaluate in
the present damages caused unintentionally to othantries in the future; are we
fully responsible or each country, each generadiwheach age should solve its own
problem. The discount rate chosen depends on th@alnamswer given to this
question. If it is high, it delivers a message ttatay’'s value of the damages
accruing in the future is low, and as a resuhai$ not too much sense to make high
sacrifice today to avoid it in the future and othaices. And vice versa: if the
discount rate is low, today’s efforts should be@ased to avoid big damages in the
future.

Surveying the moral facade of our age we can #taieconsequentionalism,
the background ethics of welfare economics hasrbhedbe ruling orientation: it is
the result, which does matter, the way through twitics achieved, is not important.
The concept based on rights, truth and freedomraeity the moral side of the
processes as well (see at Amartya Sen), remaiméniority. From the point of view
of our topic the moral concept of sustainabilitydastewardship should rule that
everybody should take into consideration the effeaft decisions on others, the
nature and future, this way enabling us to followuacessful climate stabilization

policy.
1.2. International climate agreements

Climate stabilization can be pursued on internatiorregional, national and
company levels, but individuals also can make andavour. With a view on the
above mentioned conditions, the most efficientrumsent is the conclusion of
international agreement. All we know the Kyoto Bomi and its shortcomings.
If there is not a binding and general internaticagdeement, which comprises all the
important countries with high emissions, the pheaoom of free riding appears, the
system is ,leaking” and is inefficieht Countries with obligation in the Kyoto

% To illustrate this: if Great Britain unilaterallyopped all its energy power plants from one dath&o
other, after 13 months world emission of O@buld be on the same level as before, becausedtdw
be eliminated by the growing emission of China. B@rieat Britain ceased to emit any £@ would
take 2 years for the world to reach the same ley¢he same reasons.
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process undertook a 5,2 per cent average reducdliod.those with the biggest
emissions did not subscribe it. According to a gangosition, held by all countries
a 50-80 per cent reduction is needed by the midfitee centrury. As a result, the
situation is very gloomy.

The mitigation measures may be of economic, adinitige, technological
or other character (e.g. an economic policy supmptbcal development vis-a-vis
globalization; such a policy would yield in lowetamsport intensity and hence,
lower CO2 emission).

Within the frames of an international agreement best instrument for
achieveing the mitigation targets would be the siois trading scheme. It can be
realized both within the Kyoto Protocol and the B&k also created its own quota
system. However, the international implementat®mdomed, because there is no
agreement, on what principle the goutas shouldisteliited between the different
states. (There are many principles, and each repretifferent interests which
widely contrast. E.g., qoutas should be distribupdportianal to the former
emissions, or the number of inhabitants or thegnietensity of GDP, etc.)

The main frontline is between the US and the emgrgbuntries, headed by
China and India. (By now, China has reached tred &hission of America.) China
and India rightly argue that their CO2 per capitassion is only a fraction of the
US. (Namely, 3,3 and 1,1 tonne respectively, vidsahe 23 tonne per capita of the
US.Y'. Besides, they emphasize the historical respditgibf the developed nations
in forming the present situatidrin contrast to this, America argues that obliyagi
should be equally shared. What has been achiewithdhe negotiations within the
UN is the principle of shared but differentiatedgensibility (although not equal).
A special case is Poland, which, on the one haad,huge coal deposits, on the
other, due to historical reasons, it does not waite depending on Russian oil and
gas.

The all-decisive climate negotiations will take qgdain Kopenhagen, end of
2009. Many call it as the most important negotiaiio history so far. Perspectives
are a bit better as in the USA itself there is éinite progress towards climate
protection. As concerns the US and West-Europe#odes, the main difference is
that while West Europe seems to consider pos#silin consumption reduction as
well, the USA follows an active climate policy;vitants to defend climate by doing
something, not by doing nothing (or less).

A new element in the mitigation policy is the susfiien to implement game
theory in the climate discussions. A conclusionalhinderlines this is that climate
agreements for long periods are not productive UmEraountries which do not sign

4 It should be mentioned that Malaysia, Indonesid Brazil belong to the countries with highest
emission, if land use is taken into consideration.

SUSAis responsible for 29,3% of the total £€mnissions since 1850, the European Union for 26,9%
and the G8 for two thirds. The respective figures dther countries are: China 8,3%, India 2,3%,
Brazil 0,8%. See: Schwéagerl, 2009.
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the agreement become fixed in the position of fiders. In the spirit of game
theories during the continuous negotiations thesidiénts should be kept under
permanent pressure and renegotiations may yielcethat.

1.3. The energy sector and climate change

At last, some interrelations between energy andnatk change should be
highlighted. If scarecity was a real danger, envinentalists would have nothing to
do just sitting and waiting how the market settles problem. It should price fossil
fuels according to scarecity and no enforcing messshould be needed. But this is
not happening. New discoveries of large depositkemexpected exploitation
periods longer and longer. Besides, coal deposémsto be enough for centuries,
and the worst option for environmentalists would ib€hina and India changed for
coal, using it directly, without liquifying. Oil pres are sometimes soaring, but this
is not a manifest of scarecity. (Take e.g. the tl®oades between 1980 and 2000,
when oil prices gradually sank from 65 to 15 dalJarvhile the world permanently
chatted about scarecity.)

However, the solution lies in price increase. Finahsumption prices of
energy and raw materials should be increased ih gear in the same measure as
the productivity of these resources improved inghevious yedr This could limit
the increase of energy use and promote its pradiyctiA good example of the
viability of the idea is pricing labour in welfartates: price and costs of labour
gradually increased during decades, parallel vatiolr productivity. As a result,
demand for labour decreased, and the case of wtalicihemployment appeared in
the developed countries.

The frequent reference to low price elasticity néigy holds true only in the
short run. In the long run the demand adjusts toepr energy and fuel usage
decreases, travel and transport habits change, miefioa environmental friendly
infrastructures increases.

Another basic problem is the production of renewabiergies: whether they
could replace fossil fuels and on what prices. Thically, renewables are
undepletable and the only limit of their impleméiuta is their pricd And their
pricing depends on the actual price of oil and Wwleexternalities caused by fossil
fuels are internalized. And this brings us to tb®mue of social cost of carbon. From
among the many calculations and variations let eferrto those | have herd
recently in the concluding conference of the stedapetrE research of the English-
German Foundation (petrE 2009). To comply with 20eper cent GHG reduction
target up to 2020 in the European Union, a €53-@8tgnne of carbon price would
be needed, but the 30 per cent reduction wouldssdate a €180-200 price.

® This is an idea by Ulrich von Weizsécker.
" In chapter 4. of this study | shall refer to thagiical obstacles of the unlimited use of reneesbl
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We know the many (environmental and food marketplgms of the biomass
as well. As a result, the question seems to be mongplex as it appeared at the
beginning.

Investment bankers

may have nothing to gain
but their chains
(Karl Marx, inverted)

2. Financial and economic crisis

Alternative economists have been warning at leastes20 years that stock
exchanges and international money markets are bipwver increasing bubbles
which are not covered by real values, bond anckgpoices are artificially inflated
and the bubbles can burst out at any time. Wed,lthppened.

The volume of derivatives grew to an uninmagindhlge sum, $596 trillion,
which was only 142 billion in 2002. Gross World &uat is a tiny sum compared to
this, 54,3 trillion in 2007, only tenth part. Anethbase for comparison: total
capitalization of firms on the New York stock exoba was $25.000 BnWarren
Buffet, the richest investor of America calls datives as weapons of mass
distructions. Besides derivatives, hedge funds alsotributed to blowing the
bubbles.

A substantial part of derivatives is made of CD8medit-default swaps).
These instruments ,allow investors to separaterigieof interest-rate movements
from the risk that a borrower will not repay. Fopr@mium, one party to a CDS can
insure against default.” The Economist rightly sathis financial ,innovation”
gambling on ruin. Since 2001 their volume grew ab®@0 trilllior?. Derivatives
increased the weight of banks and financial instihs in an immense proportion;
their share of the American stock market climbeainfr5,2 per cent in 1980 to
23,5 per cent in 2007 and makes ¥4 of all prdfits

As concerns the concrete causes of the financiéioven, securitisation of
the mortgages played a key role in it. The big gage banks, to share risk,
securitized loans, bundling them into packages #mh sold them to outside
investors. These investors got the monthly paymastmterest payments on their
bonds. Both sides gained: the mortgage bank couitk the obligations off its
balance and the investors got assets that yieldee han government bonds.

8 Der Spiegel, 40/2008, p. 28. (In the original ceti $596.000 milliard; in this paper | translate
German milliard into English-American billion.)
® The Economist, October 18th 2008, p.76.
10
le.
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Besides, commercial banks could raise money byrggtmg mortgages, instead of
the slow, costly business of attracting retail dsso

The driving force of the housing estate boom wadbisleif that the real estate
market will continuously enlarge, with increasingcps and occasional individual
defaults do not endanger stable repay. But theirdedh demand and mass
bankruptcies lowered real estate prices and tidgered off a chain reaction of
defaults in the money markets.

On 29 September the Dow Jones sank by 776,68 pa@intsinprecedented
decline since its existing. The MSCI World Indek 810 points between 29 August
and 29 September. The total value of papers tradethe stock exchanges of the
world devaluated by $10.900 bn in the four weelks@ding 10 October. In the Gulf
states stock exchanges suffered a $158 bn lossy Mahe big financial institutions
and banks went bankrdpt

And that was the beginning of the world’s economiisis. The financial
losses were followed by a credit crunch and a ntess of confidence. Credit
squeeze resulted in consequences similar to héatkain the economy: low
demand, massive bankruptcies and high unemployment.

2.1. The visible hand takes over the rule

In the past decades, economics taught that a wddid like that of 1929-32 could
not happen again because national economies coatedibusiness cycles and
international financial institutions guard over thafe of international finances. As
the melt down began, governments of the leadinghttms started to help the
economy and bail out the banks and financial umstihs with an unprecedented
haste: they have bought out the shares of bankeouble, provided them with
capital and credit sources, purchased their clarmnsed state guarantees for small
shareholders, etc. Central banks lowered intea¢ss to around 1 per cent in a quick
and co-ordinated way. Still, the crisis burst auits full scale with deep economic
depression and high unemployment.

The situation is absurd. In the past three decaldesruling paradigm of
economics, starting from the Anglo-Saxon countfieas been preaching the
superiority of market above the state. It has katted balancing and efficiency
increasing character to the market in contrasth® low effficiency and perilous
character of state intervention... And now, ithe scolded state, the visible hand
that saves the market, tries to improve what wetrag due to the market. What is
even more, the state becomes owner of the banks/éma bankrupt.

In the six months following the burst out of thésis, $3000 bn has been
allocated by the governments worldwide for stahtian and economic

1 Der Spiegel, 42/1980, p. 114.
12 Developed by Milton Friedman and the Chicago Sthand first implemented by Ronald Reagan in
the United States and Margaret Thatcher in the UK.
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stimulatiort®. To characterize this, the Nobel laureate Stigliined the expression
»~American socialism”, meaning socializing the lassend privatizing the profits.
The American governement, besides the $700 bn ktsmpackage, assumed
liability for the $5.400 bn mortgages of Fannie Mael Freddie Mac and expended
further $200 bn for taking under state controltthe financial institutions.

On October 8 2008, to start credit flow, the legdientral banks of the world
took on an unprecedentedly quick, co-ordinatedoactidecreased interest rates.
The Fed increased short term money supply to bemB900 bn and began to buy
the liabilities of commercial banks what never rempgd before.

2.2. Gambling and greed, or is this the nature of cdEta?

The first comments criticized greed and gamblimamphating the world of finances.
Rightly done, as all derivative deals are basewvbich of the parties reckon better
future events. It is natural, that Alan Greensyha,main financial guru of the past
decades also has been seriously criticised.

Greenspan presided the Fed for two decades (1983)2&nd not only
accepted but openly encouraged those financial ebhadevelopments and
innovations which led to blowing of the bubbles ahén to crush. He viewd
derivatives as necessary instruments to spread 1isk2000 he persuaded
congressmen to deprive the Securities and Exch&ugemission of its right to
control the market of derivatives. In 2003 he insted the Senate that a more severe
control of these papers would be a mistake: ,Naghm in favour of that state
control would be superior to the self-control ofrkeis™*. His main political aim
was to provide the American economy with abundamonewy, he realized the policy
of cheap money supply. (In some years under hisigeacy the leading interest rate
was 1-2-3 per cent.) Analysts mention as main cobkmeltdown as follows:

- Deregulation and market liberalization: since thlgibning of the '80s this
was more than a ruling economic dogma; it was eimellectually
fashionable.

- Cheap money, cheap credit: this was the officiitpof Fed.

- Asian savings: the Asian (mainly Chinese) goodddtb the American
markets; this was made possible by the huge defiditade balance; beside
this, the Asian savings appeared on the money rsarke

- The culture of gambling (Stiglitz) and irresponBipibecame general; they
were supported by the financial innovations asellattual background”; the
system was called ,cowboy capitalism” as well (Fy&ma).

- The endeavour to spreading and sharing risk plagedecisive role.
Greenspan frequently argued with this. The probketiat even if risks are
spread, their volume remains unchanged and itllignsthe system.

13 Der Spiegel, 43/2008, p. 29.
14 Der Spiegel 42/2008, p. 28.
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It is worth to consider the case from the pointvidw of the banking and
financial sector. Their strive for independencarisevident motive; to be more than
the mere financing agents of the real economy.ulsesee, e.g., the background of
securitization of real estate mortgages. The adabkbank collects private savings by
a tiresome work and uses them as backing creditslo#&/hen the bank sold the
securitized mortgages to the investor, freed itaruz from a negative load and, at
the same time, could get income. According to tB&81Basel agreement, banks are
obliged to form reserves for the case if their bdgrowers go bankrupt. So it could
be understood that they wanted to get rid of tlgatiee items on their balance.

With the passing of time analysis appeared thatcked for the basic rules
and shortcomings of the system. ,Each step ondhg teregulatory road seemed
wise at the time and was usually the answer to stieme in the system” — The
Economist explains In 1971 the gold-standard world economy was puead.
Since then, floating currences appeared and talaaaihange rate risks, they were
hedged by currency futures (first in the ChicagacBtExchange). Today's complex
derivatives are direct descendents of those eartency tradeS. The abolishment
of capital controls was a consequence of floatxghange rates. From the late '70s
pension funds were allowed to act as institutione¢stors and began to roam over
national borders. In 1999 the separation of comiakand investment banking was
abolished. The SEC allowed for commercial banks msdrance institutions to
trade in CDSs. These were the main steps on tlgederegulatory road which led to
the present situation.

A further system-specific cause was the social gpegice of conservative
ideologies. Both Ronald Reagan and Margaret That&neoured the nation of
property owners, and on liberalised financial megkewas easier for homebuyers
to get mortgages. The American Government backedbtirrowing activity of
Fannie Mae and Freddie Mac, what is more, in 19i67US Congress passed the
Community Reinvestment Act which disposed that saskould meet the credit
needs of the ,entire community”.

And, at last, the digital techniques and the wedatad the possibility for the
multiplication of financial deals.

2.3. Regulated capitalism or temporary taming?

Many of the critiques began to bury free marketitadipm and forecasted a future
with accentuated state intervention. However, ttenéh model of state dirigism is
not so successful as suggested by some politféiatsd what is embarrasing, the

15 The Economist October 18th, 2008.

18 1t is not an accident that the Chicago School amuedn the vicinity of Chicago Mercantile
Exchange.

7 see e.g. The Economist, October 25th 2008. The ataowner. Re-bonjour, Monsieur Colbert.
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political left, all over Europe, does not want tewedhrow capitalism, despite
economic decline and unemployment around 10 pdr (&finat is more, in the 2009
European Parliament elections the Left has beestab in most countries.)

Most leading economists and heads of internatiéinancial organisations
emphasize the need of better international co-atwin, arguing that the world
economy has become global, while management rechaiainly in the competence
of nation states. No doubt, this is right. As cansemainstream thinking, a
revitalisation of Keynesianism is spreading. Bulaes not seem probable that state
intervention goes beyond the bailing outs and kyyiuts of the shares and
liabilities of bankrupted banks and financial itutions. | am inclined to accept the
above analysis of The Economist and a very siraitealysis by the Newswe®&khat
the crisis stems from the very nature and logicfunttioning of capitalism. Free
market logics realy needed those steps on the toad of deregulation. But it
should also be admitted that the principles of @ecago School have frozen into
dogmas and lived as intellectual fashion.

A ruling opinion seems to appear from the turmeihce the Thatcherite
revolution and Reaganomics the Western world hagmenced a lasting upswing
of almost 30 years. This ended with a deep receskigh unemployment and huge
stimulus packages of taxpayer money. This is tingabecause the bankers, whose
greed was one of the causes of the meltdown, nevbaited out. However, all this
seems to be a fair price for the past three decades

My forecast is that of course, we shall have aqgokof accentuated state
regulation, the visible hand may dominate for aleshas the confidence in the
invisible hand has weakened. But if world economgswestaured and a new
upswing began, we shall tread on the same or simdg as before. It is a misbelief
that growth and stability were the normal statetloeé economy.The cyclical
character of capitalist economy is unavoidable.

The most characteristic feature of capitalism ie grermanent growth of
productivity and supply. The problem lies in thgdag demand. In the 70’s an
originally thinking Hungarian economist, named erdanossy illustrated this with
the analogy of a well, which abundantly pours watéhout stop and cannot be
closed (Janossy 1975). (This stands for the ewse#sing productivity.) The main
concern is to find the proper vessels to contamwtater. | think, this will not be
different in the future. The biggest problem willvays be how to increase demand.
To stop, choke down and retrain production are reontto the very nature of
capitalism. Hence, regulation and limits cannotehavonglasting role.

18 Newsweek, October 13th, 2008.
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3. Lessonsfrom and conclusions of managing the two crises

The time scale. No doubt, this is the major diffee What happens here and now
and with us, is more important than that with ashéater and there. Economics calls
this time-preference and to compare effects takilage later and in other places
uses discounting, counts present value. A simifaceis expressed by the law of
decreasing marginal benefit: the more we consumeesong, the less will be the
use of the additionally consumed units.

It is our moral pattern, hidden behind these rulé® idleness and lameness
against climate change is a moral issue. In cantoathis, the sudden reaction and
activity to combat financial and economic crisisniset a moral issue; decision
makers and leaders are not driven by the anxigtgrids the fate of small people but
they are concerned mostly of their own power andltie But in climate policy
decisions not realized today do not mean a theetdieir power and influence.

Natural and financial capitals. We have still not@stumed to attribute a
financial value to natural capital. Notwithstandihgt the life supporting services of
natural eco-systems make possible our life on éntheEcological economists have
already long calculated that only the value of teter-cleaning service of the
oceans approaches the Gross World Produatcording to an actual calculation,
the yearly loss in natural capital is 2-3 timeshleigthan the total capital loss due to
the financial meltdown (Black 2009).

Asymmetry of interests. Climate change will afféo¢ poorest countries first
of all, that are the less capable to protect againsBut the costs of climate
stabilization today should charge, first of allethichest countries (the biggest
energy users) and the most powerful industries r¢ggmecar manufacturing,
chemicals, road building). The latter make an urgamably srtonger coalition than
the former ones.

Unlike climate change, the finacial crisis affecagher the most developed
countries (where the centres of international bamid money markets are located),
and the drying out of credits affects everybody.awoid climate change it is the
United States that should make the biggest saesifichange in lifestyles, modest
housing conditions, less luxurious travels and gnerse), therefore the US is the
less interested in climate stabilization. In cositrep this, in combatting financial
crisis the US is the most interested country, béiegmostly concerned ofle

State intervention. The comparison of the two eriserves as an interesting
field for discussing on the character and necessigtate intervention. The standard
welfare economics suggests state intervention indases: in case of market failure

19 Evaporation — the formation of clouds — precipitatmakes, as a matter of fact, a huge distillation
system; this is how nature cleans the dirty wafenivers discharged to the seas and replaces fit wit
clean water, delivered back to the continents.

20 This held true for the beginning of the finandisisis. After, less developed countries were more
affected.
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or if politics wants to achieve an income redigition. Market failure appears in
case of monopoly, lack of information or externefit Climate change is caused by
global externalities! According to the theory, exsdities should be internalized,
namely, if they are negative, the casual agentg beer the damage caused. Due to
intervention, the volume of polluting/damaging aityi will reduce and social-
economic optimum will be reached. All this will liee result of state intervention.
Hence, according to the standard theory, to aviidate change, state intervention
is needed, but there is not enough of it.

And what grounds does economic theory give foestaervention in case of
financial crisis? To qualify financial damage arabd as externality would be
evidently a nonsense, as they emerged as a resuodigolar market operations,
derivatives do have their markets (alas, what antagket!), unlikely the emission of
green house gases (because if there were a mdridl® emissions, the emitter
should pay the total cost and in that case soutdbaothere a climate change)
Nor can we speak about monopolies, as the finamciaitch was caused by the
cheap credits, available for everybody. And if waretl to be involved in a
discussion about the income-redistributive functiaf the financial and credit
systems, we would be lost in the terminology of ep-Marxist discussidh
The lack of information — in contrast to the praxdatems — is something to ponder.
On the one hand, the digital techniques and infion&reate such an abundance of
information — especially in finances - , which ieanceivable for human brains.
On the other hand, there must be still lack ofrimfation, otherwise the crises could
not come, there would be foresight. This seemsta paradox, but it is not difficult
to answer it: the capitalism, originating fromiitature, is still a system, operated by
uncontrollable and unforeseenable market forcéisanast instané@

As a result, in the case of financial crisis siatervention does not have the
theoretical economic grounds, but it happens.

Institutions. The financial crisis has also a globharacter, like climate
change, and the international financial networlcfioms as a hydraulic system: may
the pressure change at any point of the systengritbe felt at any other poifit
Still, it is manageable because the proper inteynak institutions do exist. But the
international institutions which are inevitable fan effective climate policy, are
missing. Their creation is mostly hindered by thated States which has a counter-

2L When speaking about externalities, instead ofgusie regular criteria, it is more simple and slita

to refer to that of Samuelson: an external effeethat the market cannot manage.

22 probably there are not many, especially amongdeg people who know, how the classical Soviet
political economy defined inflation: a process, idgrwhich incomes are redistributed through price
increases in favour of the capitalists. (And tkigrue!)

2 A question can be asked retrospectively: couldfdhmer socialist central planning be improved by
the abundance of information delivered by IT of age? The answer is probly no: the main deficiency
of central planning was not the lack of informatimut the lack of proper material incentives for oo
management, technological development and labaguygtivity via high profits, wages and payments.
24 An analogy by L&szl6 Bogar.



Manageable and unmanageable world crises (climatéeconomy) 215

interest in this. According to some experts, thek laf institutions can be replaced
by the implementation of some elements of the gdimery.

Does environmental crisis correlate with financaild economic crisis?
Of course, the answer cannot be negative in theohggobalization. But the real
guestion is whether does one of them aggravatettiex, or how the solution of one
helps the other.

It is evident that in time of economic recessiosorgce use and pollution are
less, but this could be considered as postponedami@nwhich will be satisfied
during the coming take off. The question that sedies matter is that how an acute,
unmanageable and prolonged climate crisis doestafie economy and finances.
This is the case we are having now. If environnledégradation will be further
worsening, biodiversity suffering further damages, life supporting capacity of the
bioshere will further weakening. The apparent restithese processes will be the
worsening of human health and decline in human yoton and activity. Let us
refer again to the statements of the Stern reviewase of BAU 5-20 per cent of the
Gross World Product will be lost, in every yeartithe endless future. We cannot
exlude that such a development could favour firlnoiarkets. Namely, one of the
most important effects of climate change will be tmmensely growing risks and
uncertainties. (Financial markets have already iaedexperience in implementing
CDSs to share risks.) On the other hand, risksuaugrtainties (due to increased
and more frequent weather irregularities) will leflected in the large volatility of
exchange rates and prices.

But let us ask the other question too: How a sigfakand effective climate
policy should affect the economy and the finansjetem? In practical terms, such a
policy would mean the squeeze of the supply of ggne@nd natural resources (or
replacement of the fossil fuels with renewables).swWitch off of the market
mechanism is hailed only by biassed and badly méat environmentalists.
The changed conditons could be imagined as a fulitmgation of the business
sphere. In the welfare state public education ardiphealth are out of the reach of
the competitive sectors (and evidently, the traddl state adminsitration and
services too). From that time on, part of the reseumanagement and use of the
environment will also be out of the competitive teec(The share of this part is
decided by the carrying capacity of the ecosysfems.

Rosa Luxemburg said at that time that the naturatacter of the capital is
expansion. And when all the white spots will disegpon the world map, namely
the expansion will be limited, something must bpdemed. And the first world war
broke out. Wars, time by time unleashed by the Artaes can be viewed as susch
expansions, but this holds true for the enlargemehthe European Union as well
(which are by no means expressions of sympathyhefcitizens of Northern and
Western Europe towards the newly acceeding coshtriBut the above mentioned
analogy of water containing vessels by Janossycasde adopted to this situation.)
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Theoretically there is a possibility for the capttaexpand not in an extensive
way (occupying new territories and resources),ibtrieasing output from the same
amount of inputs, developing technology and impngwefficiency. But in this case
it is the new consumer markets which are lackinduife is so complicated, but
everything would be simple if the Say dogma wasbleia Namely: that every
production creates its market.)

The US objects to any element of a climate polidyiclv involves in some
way or another a kind of limitation (in resourceeuspollution emission,
consumption decrease). The Americans want to doettong in favour of the
climate and not not-doing: plant forests, improvesaurces efficiency by
technological development, replace fossil fuelsdnewables, eft

In principle, the economy may develop dinamicallyere at stable or
decreasing energy and resource sufipBut there are too many escapes. (Let us
take the case of the new oil deposits to be exqdabon under the ice of the Nordic
See; it is made possible by the climate changé!)télescarecity occured in fossil
fuels, with oil prices permanently increasing awndts of substitutes remained very
high (including the different, environment frinediges of coal), it would be easy to
take global climate stabilization measures. Butdsinbf energy abundancy it is
practically impossible.

4. Isthereagreen way out of thecrisis?

Soon after the financial crisis had broken out,ea ndea appeared, how to save
capitalism: the idea of Green Rescue, green eneggglution. UN Secretary
General Ban Ki-moon called the cause ,a green Neal Ehat would rebuild and
reshape the economy of planet Earth in ways repeénisof the programs that
President Franklin Roosevelt used to revitalize gbenomy of the United States
during the Great Depression” (Dickey—McNicoll 2008he great political leaders
of the world have taken up this cause: British Rriinister Gordon Brown, French
President Nicholas Sarkozy and — at that time geegial candidate — Barack
Obama agreed with connecting the necessity of ifightlimate change and
combatting the economic crisis. Obama promisednt@st strategically $150 bn
over 10 years in a clean energy-economy, help tiilvatp sector to create 5 mn new
green jobs, to manufacture plug-in hybrid cars,irteest in renewable energy
projects, to enhance energy efficiency, to devédtap-emission coal plants, next
generation of bio-fuels, etc. The Japanese Primeiskdr Taro Aso talked of ,a
great opportunity for new growth” and vowed thate,will achieve the low-carbon

25 The production of biofuels is reaching very highidls in America. This was one of the reasons of
the food crisis in the world economy at the begigrof 2008.

26 This is the case, when the proper word to be issgdkvelopment”. ,Growth” should be used for an
economy with increasing energy and resource supply.
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society that is compatible with growth ahead of bt of the world”. According to
MITI, the Japanese industrial ministry: buildingnaw industrial infrastructure is
needed by banking on more efficient use of eneryy ianovative technologies.
Gordon Brown said that ,,...climate change should move to the back burner of
international concern.... | beleive the oppositdisdase?.

Leaders of world organisations also declared theiference towards a green
energy revolution and combining issues of enerdimate and economic crises.
Robert B. Zoellick, President of the World Bank atted that It needs to
interconnect energy and climate change.”... ,A newltilateralism is needed.
It should reach beyond the traditional focus omafice and trade. Energy, climate
change and stabilizing fragile and postconflicttegaare economic as well as
political issues... A newly started $6 bn World Baprogram on climate
stabilization aims at completing UN negotiations thwipractical projects
(technologies, forestation and adjustmefit)’, The solution needs a globally
coordinated crisis management package, which aimglemeloping the new
generation of low consumption and low exhaustiors @nd creating green jobs”
(Kemal Dervish Chief Administrator of UNDP) (Den2€09).

On the other side, no such ideas have been voigettheb most renowned
economists, such as Stiglitz, Krugman, Summershetg®. Neither leading figures
in international affairs, such as Pascal Lamy, aWvelfensohn, or George Soros
made similar statements.

Huge energy saving projects have been starteceiftdstern countries, with
a special view on insulation of buildings,where mofkthe savings potential lies.
These will result hundreds of thousands of new .jobee most ambitious
programme of all is that of President Sarkozy, thed in October 2007. The
~Environmental Grenelle” consists of 268 recommeimhes, including 40% drop of
CO2 emission from building heating by 2020, coreing 2000 km new TGV
tracks by 2020, charging extra tax on fossile elmer@nd offering tax credit on
renewables, etc. In some respects Germany is tls¢ pnogressive country in the
EU, with a federal scheme to insulate the entinesimy stock and an investment in
wind power which puts the UK (with far greater windsources) to shame
(Monbiot 2008). Germany is specially well developedhe world market of green
technologies.

A transformation in energy industry from fossils renewables both could
serve climate stabilization and giving new impetastechnological development
that could overcome economic crisis. Historianseobnomics, such as Harold
James of Princeton pointed out that each depressiold be overcome by either a
new wave of technologies or formation of new suues. The agricultural crisis in
the 1840s was ended by the industrial revolutibe; Great Depression in 1929-32
was followed by the development of services; thg bbom of the end of last

27
l.e.
28 Newsweek, Special edition 2009.
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century was a result of dotcom revolution; the lasdbm was due to the financial
innovations in the housing estates séettor

Despite all this, the International Energy Agensypessimistic. In recession
consumption and energy prices go down and thabdisges the development of
alternatives. The development of alternative ensmgyces would require enormous
amount of capital, with a distant payoff. Presentljth tight capital and credit and
low oil prices private investors do not put bill®m a distant clean energy future. At
$140 oil prices alternative programmes pay off $&0 development of alternatives
make less sense, at below $40 not at all. Mark&dtility undermines long-term
planning. According to the calculations of the IBA reduce carbon-dioxide
emissions 50% lower by 2050 requires investmeéftrillion — now! Anyhow, if
governments are funding for banks, why not for greedustry, too
(Dickey—McNicoll 2008)?

The US has a special interest in the green enesglution. Michael T. Klare
has published an article about the topic in thecBp&dition of Newsweek under
the title: , Time to Kill the Oil Beast”. The heawil dependence of America might
give an important impulse in the green overhauhefworld’s energy industry, says
the author. The US gets 40 percent of its totatggnom petroleum and 23 percent
from dirty coal. 60 percent of America’s oil is abted mostly from hostile
countries. The US spends $50 bn a year in milicasts on protecting its petroleum
interests in the Middle East — yet it spends fas len trying to actively replace oil.
Both this and a growing concern over global warmieguires a large increase in
reliance on reneable energy sources. Reducing mils as America’s primary
energy source (from 40 to 25 percent) and incrgasiie share obtained from
renewables and hydropower to the same percentggé&dm from 6 percent) by
2030 should be an ambitious goal (Klare 2009).

If we look at the character of the stabilizatiorligies and packages of the
leading countries, there are no signs of such aldpment: the overwhelming
majority of the public money goes for the bailingt @f banks, revitalizing the
existing structures, promoting new car purchasdh sérapping old ones and the
development of green energy and industry is onlggmal so far.

The British stabilization package is one of the ldisrleast green, ,Britain
has allocated 7% of total spending to environmecaakes, compared with 12% in
America and 83% in South Kore¥®. But even the Chinese spent significantly more
on the green cause. This is, why the Economiss ¢ath ,Keynesian splurge”. In
absolute terms, China allocated $220 bn on lowaraibvestments, while America
only $100 bn, Korea $31 bn and Germany $14 bn.

In July 2009, Green Alliance, a British NGO pubésha booklet under the
title ,From crisis to recovery — New economic p@i for a low carbon future”
(Hewett 2009). In the foreword its leading idedoisnulated as follows: ,The initial

29 Figyels, 2009. januar 1-7.
%0 The Economist July 18th 2009.
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step in response to the financial crisis, advocatediost governments around the
world, and coordinated rather remarkably betweetions, was a major public-

spending stimulus... most if not all contained seé&n element’... But that phase is
now over, and expecting the next wave of investniergreen initiatives to come

simply from the public purse is over-optimistic. €limajor investment drive for a

low carbon economy must now come from the privatga...” The publication puts

special emphasis on how to raise private moneygfeening the British economy

and energy industry.

Earlier, 1 have surveyed the opinion of leadingitpmans and economists of
the world concerning the green rescue. A speciiteshould be made to Angela
Merkel, Chancellor of Germany. For many years, Ishe been a pioneer of green
thinking and policies, a fervent agent of climatabgization. However, with the
break out of economic crisis, she followed an eatinsstabilization policy, pushing
green considerations completely into the backgro@amany has become the dirty
man of Europe — writes George Monbiot in Guardiamaluating the Poznan
conference of the UN in December 2008: It was Ménho demanded weaker
standards for fuel efficiency in cars, Merkel whasped hardest for a €40 bn bail-
out of the motor manufacturers, Merkel who nowdtssithat the big cement, steel
and chemicals companies are allowed to get awdyowuitpaying” (Monbiot 2008).

What are the chances of the green rescue in tlierlon?? Are the objectives
of reducing green house gases 50-80 per cent byithdie of the century feasible?
Nate Lewis of the California Institute of Technojognade interesting scenarios for
2050. He supposed that world population will ben9ab that time, per capita world
GDP increases on an average yearly 1,6 per cergraig$ions should be decreased
by 80 per cent. In case of a business as usuahisogiresent world energy use of
14 TW should grow to 45 TW. But with an unprecedenimprovement in energy
efficiency, 500 per cent relative to current USelswvorldwide, world energy claim
would be only 28 TW. To keep to the 450 ppm of aimiss’s concentration to be
able to stabilize warming up at 2 centigrade, 26/% of the 28 should be carbon
free. So this is the task ahead of a green enagylution, if consumption would
not squeeze (Lewis 2004, Begley 2009).

One option is nuclear energy. If 10 TW of the 26f®uld be produced by
nuclear, a new reactor should be built in everyosdaday in the coming 40 years.
.If you use every single breeze that blowes on Jamdl’'ll get 10 to 15 terawatts”
(Begley 2009). But let us be realistic. 27 per ceinthe land surface is good for
producing wind energy. From the global potentiahet cent of the earth’s surface
could reasonably be used and that would provideA2 To get 10 TW of solar
energy by 2050, we would need to cover 1 millioafsovith panels every day from
now until then. As concerns biomass, its land negoent is even bigger. 20 TW by
biomass needs 31% of total land area of the &afithe main conclusion of Lewis is

%1 Lewis gives data concerning geothermical enemjiescarbon sequestration as well.
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that ,It's not true that all the technologies avaitable and we just need the political
will to deploy them... we need Nobel caliber diseoss.”

And as concerns my conclusion: maybe, there issobnologicl solution for
the climate change. As a result: reducing energyarsl consumption in general,
becomes inevitable. And for that, the political idem would be extremely difficult.

The first angel blew his trumpet,
and there followed hail and fire, mixed with blood
which fell on the earth; and a third of the earth
was burnt up, and a third of the trees were
burnt up, and all green grass was burnt up.
(Revelation 8)

5 Summary

The leading politicians of the world are awaretef tlangers and risks to be brought
about by climate change. However, solution is matieost impossible by the
character of the problem: climate stabilization,vesl as the climate itself, are
global public goods. And as a rule, the phenomeuiofree riding appears. Free
riding can be managed in one country or in the &suaf a regional integration, but
not in international dimension, where enforcementmissing. This needs an
institutional solution. Welfare economics does podvide an adequate frame to
manage the issue because the social welfare funcdo only be interpreted with
one jurisdiction and within one country. Nor disnting could be implemented in
the long run and among different countries, anddgied economics cannot manage
risks and uncertainties to set in with climate aerSimilarly, a very huge problem
is the burden-sharing in climate mitigation, whielses responsibility for the past
and the future, not to speak about divergent isterand different power relations.
All this is caused by consequentionalism, the mdratkground of welfare
economics and the consumer society. The solutigpaaes different ethics: the
moral concept of sustainability and stewardshipukhoule that everybody should
take into consideration the effects of decisionters, the nature and the future,
this way enabling us to follow a successful climstbilization policy.

In contrast to this, financial and economic crisé be managed within the
ruling paradigm, with the existing institutions.Ug; there is a contradiction between
the overall globalization of economic and finangiedcesses on the one side and the
overweight of nation states in economic decisionghe other, but the activity of
international financial organizations can be im@avBusiness cycles could not be
eliminated, they are part of the system, similagteed and and the rush for profit.
The beleif in the allmightiness of markets has b&lgacked and the visible hand of
the state now plays an important role, but afteization economic liberalism will
return. The general defeat of the political leftthre elections to the European
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Parliament at the beginning of this summer is argeoof that people do not want a
basic change in the ruling capitalist system.

An apparent solution would be to connect the twdses: giving a
technological impetus and innovation to the staggaéconomies by launching a
green energy revolution, developing the renewalNesdoubt, that would both help
the economy and contribute to save the climate. é¥ew thorough calculations
underline, that the total energy demand of a bgsirees usual extrapolation could
not be satisfied with renewables and nuclear endrigg massive decrease of energy
demand is inevitable. And it is difficult to imaginhow to achieve. As a result,
unless basic scientific breakthroughs happen imgeties, our world could not be
saved.

Financial and economic crises will set in time bye, they are unovidable,
but they will be solved. Climate change will beyonohce, but it will not be avoided.
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The Social Role and Responsibility of Small and
Medium-sized Enterprises — Results of an Empirical
Investigation Applying the Social Capital Approach

Gyorgy Malovics

An increasing number of projects deal with the abmle and responsibilities of small and
medium-sized enterprises (SMEs). The special titezaon corporate social responsibility
(CSR) and most projects determine social respditgilstandards for SMEs based on the
best practices of large companies. Thus they takeCISR activity of large companies as a
benchmark for SMEs. This happens despite theHatiSMEs are structurally different from
large companies to a high extent — and thus sohgar tpotential regarding social
responsibility.

In our study we analyze these differences and the they influence SMESs’ social
responsibilities. Based on our literature reviewdathe results of our qualitative results we
conclude that the structural differences of SMBsrflarge companies should be considered
in the relating empirical work and the social ro#ad responsibilities of SMEs can be
understood in the light of social capital theory.

Keywords: small and medium-sized enterprises, aw@e social responsibility,
social capital

1. Introduction

Even more projects deal with the social role anspeoaesibilities of small and

medium-sized enterprises (SMEs). The special fileea on corporate social
responsibility (CSR) and most projects determingadagesponsibility standards for
SMEs based on the best practices of large compahtess they take the CSR
activity of large companies as a benchmark for SNIeskins 2004, Jenkins 2006,
Supino—Proto 2006).

This situation is problematic for at least threasans. First, we have no
empirical evidence that the CSR activity of largenpanies contributes to positive
macro-level social or environmental processes (Ba@008, Malovics et al 2008).
Second, if we are to implement policies based dthdte is a good chance that
SMEs are not going to be able to meet the requstaddards because of their
difference from large companies. Third, we may aegpositive social practices of
SMEs because these are not to be found at largpatoes.
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Thus in the first part of our study we briefly aymd the characteristics
SMEs have compared to large companies. We also $loswthese influence the
social responsibility of the sector. Since a retgvpart of the modern special
literature concludes that the social responsibditysMEs may be understood in the
light of social capital theory, in the second pzafrour study we analyze how SMEs
relate to social capital. Afterwards we introdude tresults of our Hungarian
empirical work before we draw our conclusions.

2. The characteristics of SMES’ and its consequens®n social responsibility

One of the structural characteristics which digtisbes SMEs from large
companies is theicontinuous financial difficultiegKallay—Imreh 2004, Vecsenyi
2003). Financial and liquidity problems are presmmia daily basis at many SMEs.
This is even true for SMEs which have otherwise pnoblems regarding their
overall business performance (Béza et al 2007).o4ling to one view, a
consequence of these permanent financial problewhshee lack of resources is that
ethical aspects are less important for SMEs sineg &re fighting for survival on a
daily basis (Fulop—Szegedi 2006). Although thigesteent seems to be quite one-
sided, many authors emphasize that SMEs are vesilde to the changes in the
macroeconomic situation and so are their CSR &esvi(Vives 2006). A
macroeconomic recession has a higher negative timgaSMESs — it may even
endangers their survival — and thus the genertd sfahe economy may influences
their ethical activities to a high extent.

As long as CSR is basically a risk managementftwdarge companies, it is
not true for SMEsMost SMEs are not as much visible as large congsariihey
usually do not have their own brand and have nouregs to plan risk management
activities. Their primary goal is survival, so dgs€SR activities rather enhance
their risks than reduce them (Jenkins 2004). SBigiES are not in the middle of
media attention, there is a good chance that theimot look at CSR in the light of
brand image and reputation (Jenkins 2006). Theaéssno empirical evidence that
SMEs could attract better workforce or that CSR Marontribute to the financial
performance of SMEs — two reasons why large conggagarry out CSR activities
(Vives 2006). Therefore, it seems that even iftegie CSR is important for SMEs,
it is probably not of critical importance. Thus ethtype of motivations
(non-business ones) may occur for being responéiae enlightened self-interest,
social consciousness and altruism) (Jenkins 200&s\2006).

Access to economic resources may influence thedottion and adaptation
of management systems to a high extent (CambraeFatral 2008). The lack of
such resources oftatoes not allow the introduction of formal managetsistems
and standardgJenkins 2004). The SME manager is furthermorenofésponsible
for several business functions in the same time thiid has no consciousness
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regarding issues not connected to the daily busirsdivities (Jenkins 2006).
In addition, the training of the manager may beufficient to identify the
implications of certain regulations or manage theceassary technology
(Cambra-Fierro et al 2008, Csigéné Nagypal 2008gr@ is a good chance that
SMESs’ responsibilities will not at all (or only ta very limited extend) be
formalized. It is an unrealistic requirement tova®MES to have a written code of
ethics or sustainability strategy. SMEs react ohicat dilemmas based on
professional codes and norms rather than codeshafse Thus industrial norms,
professional ethics, regulatory and moral obligatiand their equilibration are
behind ethical activities rather than standards awditten documents
(Vyakarnam et al 1997).

SMES’ social responsibility activities are not réguand usually not related
to the enterprise strategy.hey often do not even know that they are carrying
CSR activities (Szlavik et al 2006). The reasonsthat are manifold: the high
extent of (real or perceived) costs; lack of caya¢iack of time to identify
stakeholders, lack of know and know who); certdtituales (lack of knowledge of
business benefits, fear of bureaucracy) and theeptesupply of CSR tools
(basically applicable to multinationals).

The fact that ownership and management are oftérs@parated, gives the
chance to a certain level of autononfyenkins 2006). Ethical action is thus
influenced by a wide range of factors (Vyakarnam e 1997,
Cambra-Fierro et al 2008): the culture and valueshe owner, certain personal
characteristics, stakeholders (including the quatit stakeholder relationships),
market forces, industrial norms, professional ethisocio-cultural context and
sectoral characteristics.

Lack of shareholders may result that SMEs are remteasarily under the
pressure of short-term financial growths it is basically the case at multinationals).
Thus they theoretically have the chance to cartysoagially responsible activities
like environmental protection or community involvemt (Jenkinks 2004) and this
characteristic theoretically opens the space fais@®l convictions and moral
decision-making (Fuller-Tian 2006). Thus the profiaximizing criteria is not
necessarily characteristic to SMEs. They can follother goals like producing
products considered useful by the owner-managemnumity support, helping
certain community members in disadvantageous &itualhis does not mean that
SMEs are not interested in making profits. It onfgans that their goal may be
satisfactory profits instead of profit-maximizati@vives 2006). On the other hand
there is no necessity for them to reduce their fiaywith CSR as long as they
provide a satisfactory standard of living for theivners, since the main goal of 60%
of SMEs is survival (Jenkins 2006).

Because of the embedded nature of SMEs employdek@a community
have an outstanding importance among the stakelmldéus SMEs potentially
contribute to the development of the local commutut a large extent. SMEs are
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naturally local institutions, their owner-managemployees and customers are the
members of the same community. Most of the empBysersonally know the
owner-manager who thus has more information reggrdihe well-being of the
employees and may be more committed towards it didgtet al 2007). Based on
this it seems logical to assume that these enserpare committed towards the local
community and local environmental and social issikg there are also factors
which cause that they are not as involved as onddnaccept. These are basically
the lack of resources and knowledge and the fesggiflation (Vives 2006). SMEs
also often operate at peripheries, detached framatal community. Furthermore,
the dominant stakeholder for many SMEs is often targe customer company, to
which the SME is financially tied. The reliance one large customer may push
SMEs to adopt voluntary standards such as the @mmental standard and SMEs
may be obliged to address CSR (Jenkins 2004). ©wttier hand such mandatory
responsibilities based on standards do not neclyssanrks towards real locally
responsible behavior or even works in the oppasitection by the reduction in the
number of local stakeholders. Thus, while accordingsome SMEs play an
important role in local and regional developmemr¢hare many who states that they
are detached from local (economic) initiatives (B@e-Schmidpeter 2003).
According to the empirical data (Spence—Schmidp2@®3, Szlavik et al 2006,
Observatory of European SMEs 2002, Jenkins 2006RREE 2001) SMES’
involvement regarding local environmental and doaues is definitely more
significant than it is in the case of national amérnational issues.

To conclude, we may say that the social respoiitgésilof SMEs differ to a
high extent from those of large companies (Camiiearé- et al 2008). Based on
these differences we can not state that comparydgtermines the level of social
responsibilities to one direction or the other. Bt can clearly state that there is a
good chance that there are real differences (THble

Because of the aforementioned characteristicsribigpossible to understand
SMES’ social role and responsibilities by simplasshing for CSR methods applied
by multinationals. According to one approach, tieian of social capital offers a
proper frame to understand the societal role of SMHainstream CSR and business
ethics concepts — e.g. triple bottom line or badahscorecard — are not applicable to
SMEs since all of these are bureaucratic methodsadding administrative
structures, professional implementation and welllgexperts (Spence et al 2003).
Therefore, it is not enough to simply broaden presgproaches but we need a
totally new approach in order to understand thatigiship of SMEs to CSR. The
notion of social capital offers new perspectived msearch methods since there is a
good chance that its embedded and interactive e&uelevant from the aspect of
SME responsibility.
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2.1 The social capital and its positive and negativiects

Social capital is an interdisciplinary (Woolclockafdyan 2000) “umbrella concept”
(Adler—-Kwon 2002, p. 18.), since it includes a wid@ge of notions e.g. informal
alignments, trust, culture, embeddedness, socidliater-organizational networks
(Csizmadia 2003). According to one categorizatiGhdgfinitions have two groups.
One identifies social capital with certain compasenf social structure (horizontal
and vertical relationships, power relations, gowsgntal system and formalized
institutions) while the other one identifies it vibeliefs and behavioral dispositions
(norms of cooperation, trust). Most approaches ofiat capital do not fit
unambiguously into one of the aforementioned grdagiscontain elements from
both of them (Kopasz 2005). Thus a common featdrenadern social capital
frameworks is that they define social capital bydiural (networks, social ties) and
cultural (trust, norms, values) characteristics.

Table 1.Divergence in CSR theory for large and small orgatons

Corporate CSR Small Business CSR
Responsible to wide range of stakeholders Resportsilfésver and/or different
stakeholders
Who Perceived responsibility to society at large Peexbiresponsibility to the local
community
Importance of shareholders SMEs often don't haakebiblders
Protection of brand image and raputation Proteatfocustomer business
Pressure from consumers Pressure from businesmeerst down the
Why supply chain
Shareholders pressure, the SRI movement Pressurerfomey lenders? Unaffected by
SRI movement
The business case Proven business case lacking
Based on ‘corporate values' Based on principlesnoféomanager
Formal strategic planning for CSR Informally plani@8R strategies
How Emphasis on standards and indices Emphasis omiantaind ad hoc processes
Key involvement for CSR professionals No dedicatesqanel for CSR
programmes
Mitigation of risk Avoidance of risk
Prominent campaigns e.g. Cause Related Small scale activities such as sponsorship of
What  Marketing local football team
Publicity linked to CSR activities Activities oftamrecognised as CSR related

Source:Jenkins (2004, p. 51.)

The basic idea behind social capital is that comtimendisposing of a divers
stock of non-governmental organizations and socéivorks are in a favorable
position in fighting poverty and vulnerability, hdimg conflictual situations and
taking advantage of new opportunities (Woolclockrdyan 2000, Woolclock
2001). Social capital provides informational, power andidarity advantages for
its owners.Furthermore, social capital helps collective att{@dler-Kwon 2002)
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since it enhances the costs of opportunism and lieépemergence of trust, altruism
and cooperation (Kopasz 2005).

On the other hand social capital also has its rigkgller—Kwon 2002).
The high level of a focal actor or group may resulhegative externalities for the
whole group itself. The informational advantagdamfal actors may lead to tragedy
of the commons. Furthermore, minority actions ainadthe enhancement of
minority influence may lead to a suboptimum at lgaeel of the community. Social
capital may thus lead to nepotism, injustice anduption — the exclusion of actors
having no (or low level of) social capital (Woolcle-Narayan 2000). This is the so
called negative social capital (Portes 1998) (FedLr.

Figure 1.Actual and potential gains and losses in transastinediated by social

capital
Sources initi
Definition Consequences

Value Introjectio Norm Obervance (Social Control)
Consummatory Ability to /

Bounded Solidarity Secure Benefits Family Support

Through Network-mediated Benefits
Membership in Networks and other
Social Structures

Reciprocity

Instrumental Exchanges Restricted Access to Opportunities

Restrictions on Individual Freedom
Enforceable Trust
Excessive Claims on Group Members
Downward Leveling Norms

Source:Portes (1998, p. 8.)

Therefore the high level of social capital is patalty of significant social
and environmental relevanc®n the other hand social capital is a quite cempl
notion which is very hard to test empirically — esjally in connection with social
responsibility.

2.2.SMEs and social capital

The social role of SMEs is nowadays even more s$eethe light of their
contribution to social capital and thus the commgood (Spence—Schmidpeter
2003). The conclusion of the relating special &itare is that SMEs are involved in
a wide range of socially and ethically conscioutoas but this simply can not be
measured in the same way as the CSR of large coegpgBpence et al 2003).

Since the social capital approach is an embeddedibplaces the economic
actor in its social environment. Thus businesscethind social responsibility does
not operate in a vacuum, independent of the othdgs pf the world but rather in a
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social context. “Social capital is an interactivencept. Small and medium-sized
firms are not >microcosms< that could be conceedlas a >hermetic world<
with its own rules and laws. Rather they exist prahantly because of a constant
and essential exchange with their economic andakecivironment. This is true
even where SMEs are considered to be disconnewedtheir local settings. Still,
economic, physical and social ties, we argue, eaimiportant.” (Spence et al 2003,
p. 19.). “In addition, the social relationships ametworks in which these owner
managers are entwined cannot be separated frobutieess.” (Spence—Rutherford
2003, p. 2.). Thus businesses can not be handlsgmgated units motivated by
making profit alone, but rather in the light of itheomplex social relations which
often appear as social capital.

SMES’ motivations to invest in social capital mag manifold (Spence et al
2003). Such motivations are the stabilization oftualiexpectations and enabling
collective action (trust), to form a kind of insoc@ and to have access to relevant
information.

Spence and Schmidpeter (2003) foundftilewing factors regarding SMEs’
contribution to social capital:

- SMEs’ social involvement is influenced by sectatiffierences.

- The engagement of owner-managers is not alwaysiésssiorientated. Local
involvement often offers them a change of focus ardifferent challenge.
This has no positive effect on business performanamost cases — so the
profit motive is not the main reason for involverne@SR usually does not
result in a win-win situation. Owner-managers dteromotivated by ethical
and social aspects.

- The major restriction to engagement is time andcgieed opportunity for
engagement.

- A significant element of SME CSR is small favors fbe employees and
neighboring enterprises.

- SMEs are not really involved on a national or ingional level where they
feel to be pretty much dependent on politics.

- Informal networks play a very important role for EMby giving access to
information.

According to another research (Spence et al 2683 are many forms of
social capital which are relevant from the aspettSMES’ social responsibility.
Such are informal and formal business relationshipworking within sectors
(including exchange of information, borrowing ofuggment, recommendation and
subcontracting), networking across sectors (whe&egaphical proximity plays a
crucial role) and classic tools of responsibilityel voluntary activities and charity
(sponsoring local art and local health care, offene by the companion of the
owner-manager). Regarding the motivations for soeblvement and contributions
to social capital the authors found several reassosne invoked notions of
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community and a feeling of wanting to “give somathiback”, others considered
that they were simply the right or wrong personéltpe, and again others identified
the benefits which came from engagement, which genever the long term.

Fuller and Tian (2006) aimed to understand SMEstiadorole and
responsibilities based on the assumption that koaital is indeed a resource for
SMEs and thus has an instrumental characteristithfem. They define symbolic
capital ,through its function of mediating powerdhgh prestige, and can consist of
economic, social or cultural capital.” (Fuller—Ti@&006, p. 291.). The symbolic
capital of SMEs emerges based on the personals/alugne owner and through the
key stakeholders and may contribute to their ecaneapital. Thus ethical behavior
may provide business benefits (e.g. opening up mewkets) through contributing
to symbolic capital (creditability).

Figure 2.Social capital concepts, orientations of resporséinitrepreneurship and
the interchange of capital in the narratives oflsmasinesses

2
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Source:Fuller-Tian (2006, p. 294.)

Based on Nahapiet and Ghoshal (1998) therdhaee types (or dimensions)
of social capital: structural, cognitive and relatial dimension.The structural
dimension of social capital refers to the overalltgrn of connections between the
different actors. That type of social capital meansluable source of information
benefits. The cognitive dimension of social caprtgkrs to those resources which
provide shared representations, interpretations sysilems of meaning among
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parties. This type of capital allows the exchangg eombination of knowledge and
enables people to create common ground which t@e$ future cooperation and
information exchange. On the other hand the cognitimension of social capital
Jmplies a requirement on the agent to share resipdity and resources with
partners or stakeholders in their networks.” (Fwlléan 2006, p. 290.).
The relational dimension of social capital refershte personal relationships people
have developed through a history of interactiowrdased relational social capital
can to a large extent contribute to the opportesitf an enterprise by enabling to
access more informational, physical and emotiomgpsert in the business process.

Based on these three dimensions of social cagitet are three different
motivations regarding SMEs’ contribution to sociabpital. The motivation
connected to the structural dimension is value. SiiBvide value for stakeholders
(first of all customers) by which their motivatioase mutuality, trade and business
value and advantages. Regarding the relational rdiiae their motivations are
social expectations — contributing to basic chaaityions, paying bills on time, not
being corrupt and helping other enterprises. Thefar to the strategies aiming to
create trust and cooperation by meeting the expetaof the society and business.
Motivations regarding the cognitive dimensions (egating the balance of work
time and free time, enhancing happiness) are begogadype of expectations and
refer to normative motives (Figure 2).

Contribution to social capital is thus not mereua#m but often serves self-
interest because of the instrumental characteoogkcapital. On the other hand
SMEs need to meet local expectations because iofaimbedded nature. Otherwise
they loose they symbolic capital and thus thegri&e to operate especially since the
owner-manager personally can not be detached fnenenterprise in the eye of the
stakeholders. Thus the embeddedness of the owneageain the local community
means a social regulator for SMEs (Fuller—Tian 2006

3. The results of the empirical research

Based on the aforementioned results of the spieiatureour research aim was to
explore the characteristics of SME social respaiisds and to examine weather
the concept of social capital is appropriate to argtand the social role of SMEs.
We formed the following hypothesis in connectionhnaur research aim:

- Hypothesis 1.The concept of social capital provides an approgria
framework for understanding the social respongybibf SMEs. SMEs
contribute to social capital in many ways (invohesrhin local environmental
and social issues, supporting local NGOs, providialyintary work in order
to reach local environmental and social goals, iping small favors for the
employees and contributing to networking within @edoss sectors).
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- Hypothesis 2SMEs’ social activities and stakeholder relatiors iaformal.
Instead of formal relations and arrangements SMiphasize local and
industrial norms, ethics, values and laws.

3.1.Research methodology

Because of the relatively “under-researched” natofe the topic (Spence—
Schmidpeter 2003) we applied qualitative methodse Bpplication of such a
research method was also important since empigemlences show that SMES’
social responsibility (as a result of SMEs embeddature) is to a high extent
influenced by the local environment (Spence etCGf3. Thus, although we find
aspects in the international special literaturguae Hungarian empirical research,
a preliminary exploratory research phase seemssagebefore beginning with any
quantification.

We conducted 9 in-depth semi-structured interviewsng July and August
in 2008 (we mark our interviews from V1 to V9 wharnroducing our results).
Our research population was the 1ISO 14001 qualiielEs of the South Great Plain
Region of Hungary. We decided beside this populatiecause it can be considered
as the leading companies of the given region in fiell of environmental
protection. We developed the structure of our inévs based on
Matolay et al (2007).

We consider it important to emphasize that the afnour research stayed
hidden in front of the interviewed through the wdaiterviewing process. This was
necessary because CSR is a sensible topic surmbuhbgesignificant social
expectations. In such cases using an indirect reisenethod is important in order
not to reveal “greener” or more socially conscieasrepreneur preferences through
the research process than the real ones.

3.2.Research results

Accordingly, our research aim was to explore tharabteristics of SME social
responsibilities and to examine weather the conaepbcial capital is appropriate to
understand the social role of SMEs.

Regarding our first hypothesis, in connection witivolvement in local
environmental and social issues and supporting lIld¢&0Os we found that the
interviewed organizations consider it very impottemminimize the negative local
environmental effects of their operations (V1, W&, V7, V8, V9). This can be
seen as a form of enhancing eco-efficiency). Bas¢hresults may stem from our
research population since all of its members af@ 18001 qualified - a standard
aiming to reduce the negative effects of the gfirenm’s operations.

Three enterprises stated that they do aim pteserve certain local
environmental assets through their activitidhese assets were water (V1), clean
landscapes (V6) and the general natural environtheotigh proper waste treatment
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(V8). Several SMEs are involved in local environtaéand social issues, generally
in strong connection with their own activity. Suololvements are the subsidy of a
local TV station and producing TV programs (V1),hancing environmental
consciousness and environmental education in ssh@tl, V8), foundation and
operation of an environmental NGO (V8), supportisghools by securing
opportunities for the otherwise missing vocatiom@ining (V3, V4, V5) and
providing material support and free or preferergivices (e.g. repairs) for schools
and kindergartens (V7). Involvement independeninfrthe core activity is a lot
rarer. However, examples for that are the suppbtoaal sport clubs (V4, V5),
schools (V4) and health institutions (V6).

We foundseveral examples for networking within sectbine forms of such
networking activity are: mutual recommendations fork in case of lack of
capacity (V1), the combination of sub-contractord atompetitor relationships
(V4, V6, V7, V8) and long-term business (suppliar customer) relationships
(V1, V2, V3, V7, V9). On the other hand we only fol one example for
networking across sectors (V7).

We also found examples of small faveranother element of social capital
(Bodorkds—Kelemen 2007). These exist first of alltihe relation of employees.
Their most common form is financial help (V1, V27Mout we also find examples
of helping employees having problems in their gevife (e.g. family problems)
(V1, V2), securing flexible work-time (V2), educati (V7) and tommy (V8).

We also found examples dbrmal business or work relationships being
transformed into informal relationshipSuch sign is the co called homely relations
of employees and the manager (V1, V2, V3, V5, Vinost all of the interviewed
emphasized that their employees can ask them (@magers) for help in case of any
personal problems (e.g. children being in a badpzomy, divorce, administration).
Common programs organized for the employees alstibate to the strengthening
of informal relationships (V2, V5, V6, V9). Theseedbrigade dinners”, collective
outdoor cooking, sport days and family days. Simgeograms are also organized
for business partners in several cases (V4, V6, V8). More interviewed
emphasized that these events help the emergernomsdlidated, correct competitor
relationships and trust which are essential inat@ihdustries.

“Our relationship with the suppliers is trustful.hiB is necessary since
we are the ones who weight for them. Trust enahles to accept our
weighting. There is a “friendly-business” relatidtip which guarantees
accuracy. This works back and forth and acknowledtgelf on the long

run.” V2

Thusour first hypothesis is confirmesince most categories of social capital
(networks, local involvement, small favors and mfial relationships) are relevant
from the aspect of SMEs activities. In addition, Edvcontribute to social capital in



The social role and responsibility of small- anddinen enterprises... 233

many ways (local involvement, supporting local NG8&m®all favors for employees
and networking within and across sectors).

In connection with ousecond hypothesithe interviewed basicallgid not
mention any formal tools or relationgegarding social involvement and
responsibility. However, we found that they pereeoertainnorms and valueas
mutual expectations in their stakeholder relatigpshin reference to employees
these are trust (V1), security (V1, V2, V4, V5, \W9), reliability (V2), honesty
(V3) and fairness (V3). In reference to businessneas the interviewed mentioned
computability (V1), trust (V2, V5), fairness (V3,6yV9) and honesty (V5, V7) as
mutual expectations.

“expectations are accuracy, fairness, working omdi and precise,
reliable work” V3

We found similar values in connection with entreyaer credo.

»...computability, accuracy, honesty and if it hasresult than it is
good.” V1

We only found one enterprise (V6) which emphasitted they have a code
of ethics (formal instrument) to guide the actiohsheir employees.

We also found evidence thiaadustrial norms are relevant regarding ethical
behavior.Many SMEs mentioned that one of the main obstvadtctors regarding
ethical and legal operation are competitors engagedlegal employment and
dumping pricing (V1, V2, V4, V5, V6, V8). Therefotke interviewed attribute high
relevance to state regulations and the establishnoéneven conditions of
competition.

.Ethical behavior is hindered by the unethical betwa of others. In such
cases the equilibrium of competition is kippedsTifinot obvious but one
can guess it. E.g. if someone takes a job undesuypemnent costs than it
is dubious. One can not go for sure, since it isside that they are well
stocked but it is still dubious.” V5

Tilley (2000) found the same through her empiriogakstigations. According
to these SME managers do not support self regalati@nvironmental issues. The
reason for that is their opinion of the economimaure rewarding selfishness
instead of rewarding contributions to collectiveeests. Therefore, environmentally
friendly activities work against competitivenesshefe is a significant tension
between environmental and economic responsibilithin the present economic
structure. This does not mean that SME managersnalo care about the
environment. It only implies that in case of suehsions economic concerns are
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more important than environmental ones since then@wic system and the
business climate are dominant forces acting agawmisintary involvement. Thus
self-regulation encourages opportunistic behavior.

We also found significant tensions between legal regulations and
local/industrial norms(see also Matolay 2007). Thus industrial norms,iteadnd
economic characteristics determine the opportunitie legal or ethic behavior to a
large extent.

.Getting work for the company is a continuous talskequires the best
decisions. You have to compete for the job andtfiadob. A firm which
is ethical today bankrupts. One has to be a bit aud shameless in
order to be effective. | like football so here i3 example. Elbowing
became normal in football nowadays. Rules allowf igou do not accept
that you can play like that because rules are detat, you are going to
loose.” V4

Furthermore, based on the aforementioned, Many SMfsate legal
operations(e.g. legal employmentyith ethical behavio(V1, V4, V5, V6, V8, V9).

.Black work (illegal employment) is present in Hamg because there
are costs and revenues, bur revenues are fixedeprare >depressed<,
and thus black work becomes natural. We do notyapdck work
because the owner opposes it, despite the factblaak money attracts
workforce because of the higher wages.” V4

Not only industrial norms are the ones which deteenthe interpretations of
and opportunities for ethical behavior but also tkeonomic and other
characteristics of industries. Regarding econorh@racteristics: SMEs which are
involved in mutual debit feel a strong pressureettuce costs at each area including
the area of social responsibility. In connectiothwather industry characteristics: in
the case of industries working with hazardous nelea certain minimum level of
responsibility (the protection of human health) cahbe questioned.

»IN our profession there can be no limits to takiregponsibilities since
people can die because of the chemicals. We alhays to carry out
everything very consciously. The responsibilitgriermous.” V7

Thusour second hypothesis is also confirnsgate SMEs social activities and
stakeholder relations are rather informal. We fonadigns of formal instruments —
except of one mention of a code of ethics. On tiverohand local and industrial
norms, ethics, values and laws are quite imporegdrding SMES’ self perceptions
of ethical and unethical behavior.
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4. Summary

SMEs - although being quite heterogeneous — hawdfisant structural differences
compared to large companies. These determine sheial role and responsibilities
to a large extent. Regarding this role and thespormsibilities the notion of social
capital is of high relevance. The reasons for #natthat on one hand it is applicable
to helping the understanding of SME’s social rae,the other hand SMEs main
responsibilities come from their contribution taisd capital.

Based on the special literature and our Hungammapirécal research we can
say that social capital provides a proper frameuimderstanding the social
responsibilities of SMEs. Hungarian SMEs contriktotsocial capital in many ways
— e.g. involvement in local environmental and sossues, supporting local NGOs,
volunteering for local environmental and social lgp@roviding small favors and
contributing to networking within and across sestolFurthermore, SMES’
stakeholder relationships and social responsibaitg of an informal character.
Local and industrial norms, ethics, values and lpley a central role in the self
perception of SMEs regarding their social respadligibinstead of formal relations
and arrangements.
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Is Their Consumption Sustainable?
An Inquiry into the Consumption Habits of Citizesrsd
University Students of Szeged

Moénika Téth

The unsustainability and the potentially self-destive character of the current
socioeconomic processes have become a problemdoniselered by public opinion and the
researchers of environmental issues. The paradifjsustainability emphasizes importance
of the ecosystem that generally apprehends in enmsothrough the notion of natural
capital. It is a scientific fact that these proocessan restrict the socioeconomic options in
the near future by irreversibly ruining certain wisstitutable ecosystem services. Since the
publication of the Stern Review these facts haws dleen recognized in economics.
Regarding these tendencies, even more authors esigghidat it is necessary to reduce the
environmental effects of the personal consumptibthe citizens in developed countries,
including Hungary.

In the first part of my study, | examine whethee thcological footprint is an
appropriate measure for environment-conscious corgsibehaviour. | conclude that it can
be an important tool since it measures the reairenmental effects of consumer behaviour.
There are several criticisms regarding EF because ieasure has some weaknesses, but
presently there is no tool for sustainability whishcomplete and none will satisfy everyone
perfectly. The size of the ecological footprinirisconnection with the following factors:
population, consumption per capita and technolobiefficiency. From these factors the
individuals can have an effect on their own condionpTherefore, in my study | investigate
what influences the environment-conscious consirakeaviour of the inhabitants of Szeged
based on my former research.

Keywords: sustainability, sustainable consumpti@eplogical footprint, Value-Belief-
Norm Theory (VBN Theory)

1. Introduction

The concept of sustainable development has becamiategral part of current
political and scientific discourse. Nowadays thesustainability of our social-
economic system has been reinforced by influentietuments (IPCC 2007,
Stern 2006). Theparadigm of sustainabilityemphasizes importance of the
ecosystem that generally apprehends in economicsigh the notion of natural
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capital (Ekins et al 2003, Gutés 1996). Nature providésl ecosystem-services for
the economy through ecological processes supportead biodiversity
(Ekins et al 2003). Humanity damages biodiversitg acosystem-process, therefore
human transformation of the biosphdfeakdcs-Santa 20043 becoming a severe
problem from the aspect of future consumption oilitses and life circumstances
(Stern 2006). Thus, the restraint of human effattbiosphere is essential for
sustainability. Consequently, examination of thée@é of consumption and the
chances for reducing consumption is an essengll Hf study. It is important to
examine which factors influence consumption andsaarer behaviour.

Neoclassical economics, considered as the mainstpeaiadigm of economics,
assumes that resources (thus the natural capizal) be divided and available
infinitely, which assumption does not hold its ogince changes in natural capital
are often irreversible (Norgaard 1995). Neoclasstc@nomics treats nature as a
subsystem of economy, however, this question shoelldiewed quite the contrary,
that is defining economy as a subsystem of natame siluman economy cannot be
imagined without the services of the natural chpithus | agree with the latter
approach — the economic system embedded in natitexature differentiates
between weak and strong sustainability. Suppordémeak sustainabilityconsider
artificial and natural capital replaceable with keather. According to this opinion
the stock, that is the joint value of the naturad artificial capital, cannot decrease.
In the case o$trong sustainabilityone of the main criteria is that the natural cpit
should remain on a certain level, irrespectivelytlué artificial capital. Thus the
natural and artificial capitals are not perfect itbtes. So the three keystones of
sustainability — economy, society and environmeratrnot be substituted for each
other, but they are interwoven.

Hereafter, from the differentiated strong and weaktainability | consider the
former and the approaches of ecological econonsicketermining. In the following
part | present the ecological footprint, a tool @vhican help transfer the above
mentioned strong sustainability to planning.

2. Background and methods

In my study, | investigate what influences the emwment-conscious consumer
behaviour of the inhabitants of Szeged. | use twogical footprint (EF) measure
which can be an important tool since it measuresréal environmental effects —
and not only environmental intentions — of consurbehaviour.The ecological
footprint measures humanity’s demand on the biagphe terms of the area of
biologically productive land and sea required tmypide the resources we use and
to absorb our waste(in global hectare — gha) (WWF 2006). Accordinghe data

! Natural capital is defined as the stock of envinentally provided assets, which provide a flow of
useful goods and services (renewable, non-renevealllgenerally non-replaceable) (Goodland 1995).
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of 2006, an “ordinary citizen” has an EF of 1,8 gBat we can also find huge
differences. The EF of Western countries is extigrhigh, within this category, the
North-Americans have 9,4 gha and the Canadians A@vgha of EF. These are
followed by the East-European countries, the Huagagitizens’ average ecological
footprint is 3,7 gha. It is worth noting that nowgd the ecological footprint of
humanity exceeds the biocapacity of the Earth ¢h&) with 25 % (this is the so
called global ecological deficit)This means that humanity’'s demand on the
biosphere exceeds the carrying capacity of thephiese (WWF 2006). For this
reason, the ecological footprint of humanity hasbéoreduced below the present
world-average. According to present estimatidmns,2050, an overshoot of 200%
will be reached if humans do not change their tifies and initiate new,
environment-friendly technologies

The size of the ecological footprint is in connewctiwith the following
factors: population, consumption per capita and technologiaztficiency
The ecological footprint calculation is a multigige process and the indicator can
be determined with a simple formula (Ekins 2004):

|=P+CeT

where | is Impact, P is Population, C is consumpper capita and T is technology,
which is used for consumption and production. Te¢mlagical footprint is similar to
the formula which illustrates the humans’ effecttbe environment, whereby the
scale of humans’ biosphere-transforming activitpeteds on three factors, which
are in close connection: population number (P)saarption per capita (C — GDP
per capita), and environmental effect of consunmptimit (T — environmental
effect). The latter is the technological compon@ntin the EF, because production
technology determines the environmental effects given scale of consumption to
a great extent.

There are several criticisms regarding EF becabeenteasure has some
weaknesses, but presently there is no tool foraswtility which is complete and
none will satisfy everyone perfectly. Furthermdhe ecological sustainability is not
absolutely measurable, especially not with a oneedsional indicator (van den
Bergh—Verbruggen 1999, Costanza 2000, Moffatt 208@8yertheless, based on our
present knowledge, | regaiF as the most comprehensive sustainable indicator.
“Since 2003, a prestigious academic and scienddgabladvisory council (Global
Footprint Network Advisory Council) has been deglimith this index (since 2005
with José Manuel Barroso’s support, President ef EaropearCommission) and
the footprint is already an officially accepted tsirgability index in several
countries (Switzerland, Germany and Finland)” (Va®7, p. 1603.).

The development of the ecological footprint can ibfuenced by many
factors, for instance choosingsidencethat is the type and location of the dwelling,
the size of the house and usage of different medingansport. Obviously, if
someone lives on the outskirts and drives to worére day, they leave bigger
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footprint behind than if they lived in the city andvered the distance between their
house and workplace on foot ceteris paribus. Wwagh emphasizing the fact that in
contrast to the poor, the well-to-do people haveenuptions (for example, they can
move to an expensive urban house), they can chthegevay of living more easily,
decreasing their ecological footprint. It is queséble how much they are willing to
make changes. In addition, the growing number wbrdies may also contribute to
the increase of ecological footprint, because twosks are needed instead of one,
with double building material and expenses.

The result of EF indicator is affected by the staddand character of
consumption, the technology, the population deresitg the size and quality of the
area available for society (Wackernagel-Rees 200l¢ former factors can be
paralleled with the | = P « C « T formula, on thasks of which | present the
elements that influence the value of ecologicatgdat in the following.

It is important to highlight the problem afverpopulation since without
solving it the ecological footprint of humanity cent be decreased to an appropriate
level. The ecological footprint of poor countrieswd be high in result even if rich
countries reduced their consumption. If “the growih population cannot be
controlled and harmonised with basic human needfutrition, wars and diseases
will cause the mass destruction of people, resyitina drastic decline in number.”
(Buday-Santha 2006, p. 27.)

Analyses regarding ecological footprint point out extremely important
problem, namely while theonsumptiorof rich countries exceed threefold over the
Earth’s biocapacity, the inhabitants’ basic neadgaor countries (food, drains,
electricity) are still not satisfied. Consequeritig question arises about who should
be urged to reduce their ecological footprint artbwould increase theirs for the
sake of satisfying their basic needs. 20 % of tleeldis population living in rich
countries consumes 80% of the resources, excedldenglobal carrying capacity
(Wackernagel-Rees 2001). Industrial productiondras/n fourteen times since the
1920s; however, besides the fact that this growhrhade many people rich, it has
not put an end to poverty.

In developed countries the ecological footprint rhayeduced by introducing
new technologieon the other hand, the Earth’s biocapacity cabeahcreased to a
great extent by it. Although new technologies magrs to increase our planet’s
capacity, it actually stagnates and remains undathnigere it is worth mentioning
the concept ofrebound-effeét because efficiency improvement resulted by the
introduction of a new technology may work agairegaurce conservation. So the
ecological footprint per capita is determined bychmology and personal
consumption. Thus, the ecological footprint per ieapcan be reduced by
introduction of new technologies. In the literatwfesustainability, eco-efficiency

2 According to rebound-effect efficiency, sale andvging use of resources are closely connected to
each other (Alcott 2005). E.g. in spite of the @aging fuel efficiency of cars, the total consumpti
does not decrease, because more and more consussdleir car more and more often.
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has a significant role in relation to technologiadiange; increasing of eco-
efficiency is regarded as the principal tool for vimy in the direction of
sustainability. A unit (enterprise, national econypmtc.) is more eco-efficiency than
the others if it produces a certain output witlslesvironmental effect.

The reason for this is that a (relative) increasedo-efficiency enlarges the
scale of human transformation of the biosphere lisomte terms instead of
decreasing it (Alcott 2005)The rebound-effect is observable both at micro and
macro level. In case of households, the increasethnblogical efficiency is
typically used to enhance comfort and the standaliding instead of decreasing of
resource-consumption. For example, improvement afsbholds’ energy saving
leads to the increase of the size of residencéehigbom temperature or the use of
electric domestic tool (Hanssen 1999). In the adsenterprises it can happen that
eco-efficiency improvement is followed by an incgean production so enterprises’
absolute resource-use is entirely growing (Dyllidkekerts 2002). At the macro
level, in the case of public transport in Greattd®n for instance, the increase of
fuel-efficiency was followed by expansion of numloércars and car-use per capita
(Hanssen 1999).

Due to more efficient use of energy and mater@ahganies can raise pay and
bonus while reducing prices, which can lead to awgn in consumption.
Improvement of energy-efficiency can increase energnsumption, partly by
making it appear as cheaper than other input, ypdnyl intensifying economic
growth, which increases the use of energy (Alc6@3). It is worth mentioning the
advantageous consequences of the technologies basedenewable energy
(e.g. solar energy). The use of solar collectoguise expensive for the time being,
but an environmentally friendly solution. It is denstrated by the example
according to which warming up a given amount ofewatith solar collectors leaves
a hundred times smaller footprint than heating itthwfossil energy
(Wackernagel-Rees 2001).

It turns out that quite many components have todmesidered and changed in
the interest of reducing EF. Individuals (with cbas in their environment,
residence and consuming habits), experts and gesnifwith working out
appropriate technologies) can contribute to theedse, in addition they have to
face such serious and hard to handle problem apawelation.

During my studies | familiarised myself with seVeralexes and procedures
ISEW, HDI (Human Development Indéx)material flow analysis (Material flow
accounting and analysis — MFA), but it can be disfadd that all methods we know
at present have limited information in connectiathvgustainability. There has not
been a procedure so far which can be accepted wyithigicism, covers all details
and can be used with maximum precision. Howevamffamong the existing

% The aim of HDI is to make economies rankeable fu hasis of important values that are not
measured by GDP (Kerekes—Szlavik 2003).
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calculation methods, the ecological footprint hasdme widely accepted and used
in several fields as an index to define the exiinthe burden on the natural

ecosystem. It is proven by the fact that WWF's hiyiPlanet Report calculates the
ecosystem burden data of the world’s countries dbame EF year after year

(WWEF International 2006). In addition, Meadows E{2005) also use the EF for

presenting the potential negative consequencesvefsbot, and emphasise the
necessity of reducing EF.

Through moderating consumption, the development esivironment-
conscious consumer behaviour can contribute toedsorg ecological footprint.
There is not a standard definition of environmeottscious consumer behaviour;
different names exist in the literature with regtra (pro-environmental behaviour,
environment-conscious behaviour, environmentatipisicant behaviour).

According to Kaiser (2003), environment-conscioushdviour is all the
actions that contribute to conservation and/oranstg of nature. This, among
others, includes recycling, the economical usenefgy and water and commitment
to the activity of environmentalist organisations.

Stern (2005) examines environmentally significagldviour (ESB) that can
be defined by its impact: the extent to which iahes the availability of materials
or energy from the environment or alters the stmgcaand dynamics of ecosystems
or the biosphere itself (Stern 2005). Paul Ste@®(2 2005) differentiated four types
of ESB:

1. environmental activism,

2. non-activist behaviour in the public sphere,
3. private-sphere environmentalism,

4. other environmentally significant behaviour.

Active participation means that individuals takertpan the work of
environmentalist organisations and demonstratidiesive citizenship (for instance
membership of environmentalist organisations) simguished from the support or
acceptance of public policies (for the willingnets pay higher taxes for
environmental protection). Private-sphere envirom@g@ésm examines to what
extent individuals take the preservation of envinent into consideration during
consumption, e.g. the use of domestic products. sThorivate-sphere
environmentalism has direct environmental consecggn Finally, individuals may
affect the environment through other behaviourhsas influencing the actions of
organisations to which they belong. From these dyglebehaviour | examine the
private-sphere behaviour, whereas individuals’ emmental effect depends on
their decisions as consumers.

Environmentally significant behaviour has sevemisions, but Stern (1999)
differentiates three fields, which show the effedfs individual behaviour on
environment, namely the personal, the behavioundl the contextual fields. The
personal field includes the basic individual vaJuasd Schwartz's (1992) norm-
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activation theory, the value-belief-norm theoryef@t et al 1999), the theory of
reasoned action (Fishbein, quoted by Stern 1999)tlaa planned behaviour model
(Ajzen, quoted by Stern 1999). The behaviouraldfieglovers the four fields

mentioned above, that is environmental activisrm-activist behaviour in the

public sphere, private-sphere environmentalism aotther environmentally

significant behaviour. Finally, the contextual otrustural field includes the

individual characteristics that are typically defihfrom birth (cultural background,
religion, social class), acquired skills (qualitiom), living conditions (residence in
the country or in the city; tenant or owner; havangar or not), opportunities and
restrictions of community politics (regulation, farotivation programs), economic
factors (income, access to financing sources) émer dactors.

On the whole, the definitions are identical in emghking primarily the
preservation of environment. The most accuratendiefih was given by Paul Stern
(2000), so | also accept his one, which | latecdbs in details.

Regarding the models of environment-conscious hiebavt can be stated
that almost all the models emphasise differentfaatvhich influence the behaviour.
One of the oldest models (the linear flow model afvironment-conscious
behaviour) considered environmental knowledge amdirenmental attitude
determining (Kollmuss—Agyeman 2002). According taherss there is a
contradiction between environmental attitude andrenment-conscious behaviour
(Rajecki 1982, quoted by Kollmuss—Agyeman 2002)adidition, among the early
models Fishbein and Ajzen’s (1980) theory of reasloaction appears, which has a
huge influence in social psychology, one of the trfoesquently quoted models.
Furthermore, Hines, Hungerford and Tomera’s (HufodgrVolk 1990) model of
responsible environmental behaviour can be highédhwhich is the improved
version of the Fishbein-Ajzen model. The altruisempathy and prosocial
behaviour models are next ways of approaching tidyof environment-conscious
behaviour. The prosocial behaviour is a voluntaghaviour which appears in the
form of good deeds towards other people and sodtyuisnt' itself is a subsystem
of society sensitive behaviour. Several researtiaee built their assumptions on
the theory of altruism, according to which altruisen needed for developing
environment-conscious behaviour.

The most known models are Schwartz’'s “norm-actratnodel”, and Stern’s
et al “value-belief-norm theory” (VBN Theory). Schwz examined the general
structure of values in several countries. Schwaralue structure became current in
the literature, thus this system also forms thdshak Stern’s et al (1999) study.
During his works, Schwartz explored human valuethinfield of psychology, then
he divided them into ten value types (power, admesnt, hedonism, stimulation,

4 Altruism is a prosocial behaviour which is basedconsidering the other people’s needs. It can be
observed in the case of people who think that teqeoblems and harmful effects threaten the
others, their well-being and health, and they ththky are able to ease these consequences
(Piliavin—Charng 1990).
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self-direction, universalism, benevolence, traditiconformity and security) and
further four value categories (self-transcenders&df-enhancement, openness to
change and tradition).

Stern’s et al (1999) flow model takes Schwartz’'slei@s a starting point and
draws the attention to the fact that it takes alprocess to develop environment-
conscious behaviour. My questionnaire is also basethis model and the factors
presented in it. Stern et al (1999) assumed thtivrectaken for the sake of a
successful environmental protection are in conoactith personal values, belief
and norms, which motivate people to do somethingdieve their aims and to
protect the environment.

The authors in the course of creating VBN Thestarted out from that the
norm-based actions derived from three factors:

- acceptance of certain personal values,

- belief concerning that the realisation of this esunay be hindered by certain
factors and

- belief that actions initiated by the individual caase the obstacle and restore
the values

Stern et al (1999) examined the following five ahltes and the connection
among them:values (especially environmental-altruist value®yew Ecological
Paradigm— NEP,Awareness of consequence®C, Ascription of Responsibility
AR andpro-environmental personal norms

The elements are in close connection with eactr @thé one element affects
the variable that follows it. The model starts dmm the assumption that
environment-conscious behaviour is in close conoeavith certain basic values.
Stern differentiatedour value categoriebased on Schwartz’'s work: altruist, egoist,
traditional values and the openness to change. ddumst and altruist value
categories in Stern's model are equal to Schwasel§transcendence and self-
enhancement categories. The altruist behaviouraappes a response to personal
ethical norms, which can be observable in the chgmople who think that certain
problems and negative effects threaten the othikes; well-being and health; in
addition, they think they can ease these effecte &goist values include such
elements as wealth, prestige and money. The traditivalues include honesty and
respect. The openness to new things emphasisetingxeind varied life. The
environmental values are in connection with theettgwment of environment-
conscious behaviour.

According to theNew Ecological Paradigmhumanity has a significant
impact on the more and more vulnerable biosphene. NEP scale is one of the
most wide-spread social psychological measuringrungents that examine the
effect of humanity on biosphere, to which the hailngonsequences of ecological
changes can be traced back. In 1978, Dunlap andLiéae worked out the New
Environmental Paradigm — NEP, and then in 2000 as wewritten so the New
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Ecological Paradigm was created. The authors fatntecessary to renew the
former NEP scale, because they thought environthprshlems had changed in a
respect; they had become more and more globalo@dh certain elements, such as
pollution caused by household refuse, are stilallgroblems, the consequences of
narrowing of the ozone layer, deforestation, deseaf biodiversity and climate
change have global effects. (Dunlap et al 2000).

The original theory emphasises that one shoulaWmsreness of consequences
(AC) of certain events on other people (as the nfie@ture of altruists’ values).
Schwartz’'s general theory stresses being threatenedmatter what kind of
intention stands in the centre of the values foumgdiorm. In case of environmental
protection the threatening of not human specieslamtiosphere can be important.

Finally, in Schwartz's theory, the activation of rno depends on the
Ascription of ResponsibilitfAR), by which he means that people ascribe to
themselves the causing of undesirable consequéoiceshers, that is the belief or
denial of the fact that individual people’s actiogsntributed or eased the
consequences. The generalised theory emphasisbeslibkin taking responsibility
in connection with anything considered as valueirorthe ability to ease the
threatening.

The authors started out from that personal normsctly affect the three
forms of environment-conscious actions. All typdssapporting the actions can
have an effect on the individual’s abilities todake necessary steps to provide the
appropriate type of support. Thus the certain typesupporting the actions are
based on personal values and belief.

Stern et al (1999) also studied the theorgufural biasesthey differentiated
four groups in their researchierarchy, egalitarianism, individualism arfdtalism
The above mentioned four categories appear indbstipnnaire of my own making
and | give details about the results of my researthe following.

It turns out from the results measured on NEP dtalfethe altruist values are
in positive while the egoist values are in negatemnection with environment-
conscious beliefs

The third large group of environment-conscious bha models is models
classifying social and psychological factors. Faetland Kessel (1981), quoted by
Kollmuss—Agyeman (2002) examined environment-cangcbehaviour and its lack
with the help of social and psychological factdrs.their “model of ecological
behaviour” they studied five independent variablegich affected directly or
indirectly the environment-conscious behaviour:giaifities to act environmentally,
environmental attitudes and values, incentives gay-environmental behaviour,
perceived consequences of behaviour and envirominkenbwledge. Blake (1999)
writes about an attitude-behaviour gap that hes d&dllue-Action Gap. According to
the author, the models of environment-consciousaehnr are restricted because
they ignore the individual, social and institutibmastrictive factors. In addition,
they assume that people are rational and theynfisemiation available for them, so
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they do not care about collecting information sepely and deal with only what
reach them. Blake (1999) differentiates three dbs$a which stand between
environmental responsiveness and real action: iohg@lity, responsibility and
practicality.

Within environment-conscious behaviour we can spsadut environment-
conscious consumer behaviour, which is a narroatgory.

Princen (1999) emphasises the harmful effects owkErconsumptioh
Consumption raises important questions from thatpafi view of both researchers
and decision makers, still neither side deals wile problem adequately.
Consumption is close connection with environmepiablems, since people use
energy and raw materials in the highest degre@iscéusing serious consequences
in global climate, biodiversity (diversity of spesi biomes and regions), soil and
further environmental factors. Beyond that, certitivities intensify the problem:
the more and more widespread shopping fever, vehicbnsuming a lot of fuel,
luxury consumption and buying disposable produ¢tdimuss and Agyeman (2002)
examine three large groups in their model of emvitent-conscious behaviour:
demography variables, external factors (institgipeconomic, social and cultural
factors) and internal factors (motivation, envir@mtal knowledge, consciousness,
values, attitudes, locus of control, responsibgity priorities).

According to Christensen et al (2007) three faciwaa lead to increased
consumption if they co-exist with economic growthdaincreasing disposable
incomes, they are: rapid production innovation jvitiialization and spreading of
stress and time pressure. Production innovatioesrareasingly urging people to
replace consumer goods more and more frequently matver and more attractive
ones, complying with the constantly refreshing fash and other trends
(Rb6pke 1999). The information and communicationhtetogy (ICT) plays an
important role in the increase of consumption. Gamtsinnovations appear in the
field of computers, due especially to the contirsidevelopment of hardware. It is
likewise present in the case of communication teldgy, mobile phones have
newer and newer functions (electronic calendar, Mi&nera), which generates
more consumption. The average lifespan of a mabédout 18 months.

Countless researches can be found regarding thstigue who are the
environment-conscious consumers? Straughan andriRod®99) first examined
the demographic variables which can be in connegatiith environment-conscious
behaviour and/or consumption, these are:

- age,
- sex,

- income,

- qualifications.

® Overconsumption is the level which destroys tstesn of species’ subsistence (Princen 1999).
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In the case of age, the general assumption ig/thaiger consumers are more
sensitive to environmental questions, because ffaeye grown up in times when
environmental problems have already come in the {@traughan—Roberts 1999,
Diamantopoulos et al 2003). However, researchgmsiions differ on this question;
according to some researchers there is a signifasitive connection between age
and behaviour, others say that there is a negatirrelation. In the case of sex, most
researchers agree that women'’s attitude to envieohis more positive than men'’s,
which can be explained by that women consider tieets of their actions on others
more, and they do environmentalist activities maften (Straughan—Roberts 1999,
Diamantopoulos et al 2003). In the case of incothe, general view is that
consumers having higher income are wiling to pédae thigher prices of
environmentally friendly products. However, in tlo@se opinions differ; according
to some researchers there is a negative connedietween income and
environment-conscious behaviour. Willingness to pags not necessarily mean
actual purchase (Majlath 2005). As for the studyqoélifications, they draw the
conclusion that qualifications correlate positiveljth environmentally friendly
behaviour, which may be explained by that peopté wigher education have more
information relating environmental problems and ilmportance of environmental
consciousness.

Besides demographic variables, factors such asesaand the effect of
environmental knowledge have to be taken into ctmmation (Majlath 2005).
Probably the consumers who find environmental \alimportant pay more
attention to environmental protection and preferiremmentally friendly goods to
imported products.

3. Resultsand discussion

In my study | present the results of my quantigisurvey, which was done in May
2009. The sample consists of 225 inhabitants of g&ke Hungaryt My
questionnaire consists of three major parts (ség@pendix):

1. ecological footprint (18 questions),
2. questions based on the VBN Theory (5 questions),
3. general demographical data (5 questions).

In the first part of this section | introduce sombescriptive demographical
data of my sample. Afterwards | explore the reladlip between the examined
variables and EF (Table 1).

® In 2008 we made a survey among university studehtSzeged and our actual study
based on the former examinations.
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Table 1.Structure of my examination

Descriptive statistics M easurement of relationships
Ecological Footprint (EF) EF + 5 types of values
Environmental philosophy and values EF + culturabés
General demography EF + NEP

EF + adverse
EF + responsibility
EF + demography, especially income

Source own construction

First | set up five hypothesis based on the litemgtespecially on the basis of
the examinations of Paul Stern (2000, 2005), Saérad (1999) and the literature of
ecological footprint (e.g. Bagliani et al 2006).rthermore, the hypothesis covers
my former examination among the students of Unitsecs Szeged.

- H1: Respondents who prefer egoistic values haveehigF.

- H2: Respondents who think that global climate clearigave negative
consequence for themselves have smaller EF.

- H3: Respondents who believe that single personsaradl communities may
play an important role in the solution of environmrtad problems have smaller
EF.

- H4: Respondents who prefer egalitarianism (as amllbias) have smaller
EF.

- H5: From the demographical variables income hadgaificant role in
influencing personal EF. That is respondents whoseathly net income per
capita is high have higher EF.

In the first part of my questionnaire | measureal ¢lcological footprint of the
inhabitants. There are several EF-calculators batenof them fulfilled the
requirements of preciseness and intelligibility sitaneously and in addition, each
of them showed different results when | tested thieimst, | chose Earth Day’s and
Global Footprint Network’s common EF method. Howewe the course of the test
survey the calculator proved to be difficult to erstand for the students in my
former examination and the questions were alsddng. Therefore, in my study |
used Eric Krause’s ecological footprint calculatehich is intelligible but the result
are not precise, it only determines the EF appratety. Moreover the major
problem is that the calculators present ratheredifit results. According to my
experience, Eric Krause’s calculator shows esdintilgher EF results than the one
of Earth Day’'s and Global Footprint Network’s. Téfare, in our analysis | do not
analyse absolute levels of EF only the relative@f of the influencing factors
within our sample. Eric Krause’s calculator measuhe EF with 18 questions that
are divided into 5 parts.
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3.1.Testing the hypotheses

The average ecological footprint of the inhabitasftSzeged is between 6-7,8 gha.
This number is incredibly high, it is approximatélyice as large as the Hungarian
average (3,7 gha).

As | mentioned above, Stern et al (1999) link fiwariables to
environmentally significant behaviour: values (adpiy altruistic values), new
ecological paradigm (NEP), adverse consequence}, @sCription of responsibility
to self (AR), and personal norms for pro-environtakraction. In my study |
measured five types of values (four from the VBNedty completed with nepotistic
values), NEP, AC, AR, and cultural biases basedv8N Theory. Later Stern
(2000, 2005) examined only three values (altruigtgoistic and biospheric values).
In my study, however, | chose the first classifmatand below | show that our
values can be divided into five types with printipamponent analysis — aside from
several exceptions regarding the original categagieen by Stern (1999).

First | formed five components with principal corment analysisfrom the
values based on Stern et al (1999) — nepotistisegatlo not occur in the original
theory. | aimed to get principal components thatl@r the largest proportion of the
variance of the original variables. In the cour§eexamination of the relationship
between the five components and the EF, | havedadhat EF was positively
correlated with egoistic values. Likewise EF wasitieely correlated with openness
to change values.hE results confirmed my first hypothesis, thahe respondents
who prefer egoistic values have higher EF (TabldrR}he other three cases there
were no significant correlations.

Table 2.The connection between EF and egosim

Ecological Std. Std. error
. N Mean _

Footprint deviation mean
Egoism 4-6 ha 84 -0,1834 0,8865 0,0967
principal
component 6-7,8 ha 93 0,2038 0,9427 0,0978

Source own calculations

In my study, NEP was measured with a short NEPes¢abnsists of five
statements) which were valued on a five-grade dwalthe respondents. However,
there were not any significant connections betwielerand NEP. Earlier (among the
students) | measured NEP with three statementghwiére connected to the role of
technology in the solution of environmental probderfihe students who consider
modern technology as a solution for the environedeptoblems without the need
for changing their lifestyle have higher EF (coatin is significant at the 0,05

7 According to our expectations the minimum valughsf loading variables was 0,7. We expected the
principal components to preserve 60% of the amaidirthe information (communality) (this is the
generally expected level in social sciences).
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level, Pearson Correlation is 0,126). This findisgconsistent with my former
hypothesis thus it has been confirmed, that isstin€ents who consider modern
technology as a solution for the environmental [gwis have higher ecological
footprint. Consequently, techno-optimism leads ighér ecological footprintlt is
easy to see that the individuals who believe dgretmt of technology is the best
way may not take part in the protection of enviremtn

Within the category ofAdverse Consequencethe respondents had to
determine how large problem the global warmingasg to mean for themselves
and their family, for the future generations, faeit country, for the developing
countries and for other species of plants and deinhdound that the respondents
primarily worry about the well-being of country, beefused my second hypothesis
that the inhabitants who think that global climaghange have negative
consequence for themselves have smalledrEmy earlier examination | found that
students think environmental problems have negatoresequences principally for
the next generation and they have smaller EF. laaxjt with the fact that these
respondents potentially have more information alsmstainability than the others,
since the official, scholar definition of sustaiildp or sustainable development is
strongly connected to the well-being of future gatiens - see for instance the most
cited definition of Bruntland (1987).

In my study | measured thielationship between AR and ecological footprint.
First | divided the agents who may be responsibtetie solution of environmental
problems into four principal components with prpali component analysis.
My first component, $mall community principal componentbntains individuals,
small communities, civil organisations, local/naabenvironmentalist organisations
and smaller settlements. Therefore these respona@aipiect the solution from the
local level. The second one Isnezzo principal component’contains cities,
regions/counties and countries. The third one “isternational principal
component’contains international organisations and inteamati environmentalist
organisations. Finally, the last one ‘isusiness principal componenttontains
small-, and medium-sized businesses and multimgtidsusinesses. EF was
positively correlated with business category. la dther three cases no significant
relationship were foundThus | refused my fourth hypothesis that the irthalks
who consider locality important regarding the siduat of environmental problems
have smaller ecological footprinin my earlier study | found that EF was negatively
correlated with small community category. It iseirgsting that the inhabitants
believe in the category of business.

Finally, cultural biaseswere measured using 8 statements from the research
of Stern et al (1999). These items were divided ifdur groups: egalitarian,
individualist, hierarchist and fatalist culturalabi In the course of principal
component analysis | found that my results are istar# with the original theory.
| examined the relationship between the four ppactcomponents and the EF but
there were significant relationships in two casemnely between egalitarian and
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individualist cultural bias and EF there is a sfigaint relationshipThus | confirm
my fifth hypothesis - the respondents who prefatitaganism have smaller EF, in
addition, inhabitants who prefer individualism hasmaaller EF as well.

| think it is very difficult to measure values awdltural biases based on a
model which was tested in another country, becalifferent people and nations
have different means of values or, for exampletestants of NEP. ‘Everyone
should have an equal chance to succeed and faibwtitgovernment interference’
statement has a different meaning for an AmericaghaaHungarian. Consequently,
it is not possible to adapt and apply models useathier cultures, however, useful
information can be obtained, but it may need refieet.

In the last part of my survey | asked general deaqugcal questions about
the respondents (age, qualification, inconMy. first hypothesis is confirmed since
the income of the respondents is correlated pajtiwith EF.We can say that
higher income means higher EFThis observation is consistent with my
expectations and the results of the literatureonme plays an important role in the
extent of EF, because it influences the EF throtmisumption. The results show
that the females have smaller EF than males, furthiee the respondents who have
primary education have smaller EF which can be eotma with income, because
generally lower qualification means smaller incorde@wever, it is an interesting
question that among people with lower qualificasiafiseases are more frequent,
which lay considerable expense on the state anditizens, but its extent does not
appear in the course of EF measures, besides ibeameasured with difficulty.
During examining the age, | created four groupsnelg: under 31, 31-48, 49-65
and over 65 (Table 3).

Table 3.The connection between EF and age

Age
<31 31-48 49-65 > 65
Ecological 4-6 ha 30,6 % (15) 42,9% (21) 45,8% (22) 80,6% (29)
Footprint 6-7,8 ha 69,4% (34) 57,1% (28) 54,2% (26) 19,4% (7)
Total 100,0% (49) 100,0% (49) 100,0% (48) 100,09 (3

Note:the number of respondents are in brackets
Source own calculations

As for the distribution according to age, inhabigAfeF over age 65 is the
lowest, while inhabitants under 31 have the higk#stwhich also can be related to
consumption, as the younger age group consumes mocé and they are more
open to novelties (see newer and newer mobile @one
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4, Conclusion

Ecological footprint shows that humanity’s effech @nvironment is already
unsustainable. From the three factors determinifg developed countries could
make steps in the field of technological developnam most of all in the field of
consumption. Relying on the literature we can &ay the increase of eco-efficiency
itself — besides current consumption values — dmgdead to the decrease of EF
(because of the rebound-effect). For this reasenk#y issue for the developed,
western countries is the transformation of valired is people could move towards
the ecological values from consumption values.

In my study | seek answers for the above-mentiopezblems with an
empirical research. | emphasized some importartlgsions from my results:

- Inhabitants who prefer egoistic or openness to ghamalues have higher EF.

- Inhabitants who think that global warming is a ses problem for their
country. (Consequently they do not consider it@bfam for themselves yet).

- Inhabitants who believe in effect of small and roedisized enterprises and
multinational businesses have smaller EF.

- The wealthier inhabitants have higher ecologicaltgant and from all the
examined variables income influences the EF taabytfe highest extent.

References

Alcott, B. 2005: Jevons’ parado&cological Economicsh4, pp. 9-21.

Bagliani, M. — Bravo, G. — Dalmazzone, S. 20@%6:consumption-based approach to
environmental Kuznets curves using the ecologamtpfint indicator Working paper
No. 01/2006, Universita di Torino, Torino.

Blake, J. 1999: Overcoming the ,values-action gap”’environmental policy: tensions
between national policy and local experieriagcal Environment3, pp. 257-278.

Bruntland, G. (ed.) 198™ur common future: The World Commission on Enviremnand
DevelopmentOxford University Press, Oxford.

Buday-Santha, A. 200&06rnyezetgazdalkodaBialdg Campus, Budapest—Pécs.

Christensen, T. H. — Godskesen, M. — Gram-Hanssen,Quitzau, M. B. — Ropke, . 2007:
Greening the Danegournal of Consumer Poli¢yg0, pp. 91-116.

Costanza, R. 2000: The dynamics of the ecologaatpfint conceptEcological Economics
32, pp. 341-345.

Diamantopoulos, A. — Schlegelmich, B. B. — SinksyiR. R. — Bohlen, G. M. 2003: Can
socio-demographics still play a role in profilingegn consumers? A review of the
evidence and an empirical investigatiodournal of Business Researclb6,
pp. 465-480.

Dunlap, R. E. — van Liere, K. D — Mertig, A. G.engs, R. E. 2000: Measuring endorsement
of the new ecological paradigm: a revised NEP schlarnal of Social Issue$6,
pp. 425-442.



Is their consumption sustainable? An inquiry... 253

Dyllick, T. — Hockerts, K. 2002: Beyond the BusiseSase for Corporate Sustainability.
Business Strategy and the Environméut, pp. 130-141.

Ekins, P. — Simons, S. — Deutsch, L. — Folke, ©e-Groot, R. 2003: A framework for the
practical application of the concepts of criticahtural capital and strong
sustainability Ecological Economicst4, pp. 165-185.

Ekins, P. 2004: A nbdvekedés hatarai és a fenntartfefiédés: megbirkdzni az dkolégiai
valésaggal. In Pataki, Gy.—Takacs-Santa, A. (Gdsinészet és gazdasdokoldgiai
kbzgazdasagtan szovedggmény Typotex, Budapest, pp. 267-292.

Fietkau, H. J. — Kessel, H. 1981Umweltlernen: Veraenderungsmoeglichkeite n des
Umweltbewusstseins. Modell-Erfahrung@&mwmenigstein, Hain).

Goodland, R. 1995: The concept of environmentatiaguebility. Annual Review of Ecology
and Systemati¢c®6, pp. 1-24.

Gutés, M. C. 1996: The concept of weak sustairtgbilEcological Economics 17,
pp. 147-156.

Hanssen, O. J. 1999: Sustainable product systemgeriences based on case projects in
sustainable product developmeiuurnal of Cleaner Productigry, pp. 27-41.

Hungerford, H. R. — Volk, T. L. 1990: Changing lear behavior through environmental
educationJournal of Environmental Educatippp. 8-21.

IPCC 2007:The Physical Science Basis Summary for Policymakeeygovernmental Panel
on Climate Change. http://www.ipcc.ch/

Kaiser, F. G. — Fuhrer, U. 2003: Ecological Beh&si®ependency on Different Forms of
Knowledge Applied Psychology: An International Revjés?, pp. 598—613.

Kerekes, S. — Szlavik, J. 2003: kdrnyezeti menedzsment kdzgazdasagi eszkQHéi
KERSZzOV, Budapest.

Kollmuss, A. — Agyeman, J. 2002: Mind the gap: wdty people act environmentally and
what are the barriers to pro-environmental beh&viBnvironmental Education
Research3, pp. 239-260.

Majlath, M. 2005: A kornyezettudatos fogyasztéi magtassal Osszefiggvaltozok.
Szakoktatgss, pp. 31.

Meadows, D. — Randers, J. — Meadows, D. 2@0B6vekedés hatarai — harminc év multan.
Kossuth kiadd, Budapest

Moffatt, 1. 2000: Ecological footprints and sustite developmenEcological Economics
32, pp. 359-362.

Norgaard, R. B. 1995. A kornyezet-gazdasagtan eu@l kritikaja és a pluralizmus
védelme. In Pataki, Gy.—Takacs-Santa, A. (€bs)mészet és gazdasag. Okologiai
kbézgazdasagtan szovedggmeény Typotex Kiadd, Budapest, pp. 55-74.

Piliavin, J. A. — Charng, H. W. 1990: Altruism: Awiew of recent theory and research.
Annual Reviews in Sociology6, pp. 27-65.

Princen, T. 1999: Consumption and environment: saroeceptual issuesEcological
Economics31, pp. 347-363.

Rajecki, D. W. 1982Attitudes: themes and advanc&mauer, Sunderland, MA.

Ropke, 1. 1999: A fogyasztasi hajland6sag mozgaidirun Pataki, Gy.—Takacs-Santa, A.
(eds)Természet és gazdasag. Okoldgiai kdzgazdasagtaagpsitemény . Typotex,
Budapest, pp.323-359.

Schwartz, S. H. 1992: Univerzalidk az értékek tarédban és struktargjaban. Elméleti
elérelépések és empirikus prébak hlsz orszagban. Inn&/&Szilagyi, 1. (ed.)



254 Monika Toth

Pszicholdgiai tanulmanyok. Ertékek az életben éstarikaban. Akadémiai Kiado,
Budapest, pp. 105-154.

Stern, N. 2006: The economics of climate changeURL: http://www.hm-
treasury.gov.uk/media/4/3/Executive_Summary.pdf

Stern, P. C. 1999: Information, incentives, andeprironmental consumer behaviour
Journal of Consumer Poli¢@2, pp. 461-478.

Stern, P. C. 2000: Toward a coherent theory of renmentally significant behaviour.
Journal of Social Issue&6, pp. 407-424.

Stern, P. C. 2005: Understanding Individuals’ Eornimentally Significant BehavioELR,
pp. 10785-10790.

Stern, P. C. — Dietz, T. — Abel, T. — Guagnano,AG-— Kalof, L. 1999: A Value-Belief-
Norm Theory of Support for Social Movements: Thes€af Environmentalism.
Human Ecology Review, pp. 81-97.

Straughan, R. D. — Roberts, J. A. 1999: Environadesggmentation alternatives: a look at
green consumer behaviour in the new millenniuffie Journal of Consumer
Marketing, 16, pp. 558-575.

Takacs-Santa, A. 2004: The major transitions inHiséory of human transformation of the
biosphereHuman Ecology Review 1, pp. 51-66.

van den Bergh, J. C. J. M. — Verbruggen, H. 199pati@l sustainability, trade and
indicators: an evaluation of the ,ecological foatgt Ecological Economics],
pp. 61-72.

Vida, G. 2007: Fenntarthatosdg és a tuddsok dedége. Magyar Tudomény 12,
pp. 1600-1606.

Wackernagel, M. — Rees, W. E. 200Qkoldgiai labnyomunkFold Napja Alapitvany,
Budapest.

WWF 2006:Living Planet ReportGland, Switzerland.



Bajmocy, Z. — Lengyel, 1. (eds) 2009: Regional Cefitipeness, Innovation and Environment.
JATEPress, Szeged, pp. 255-264.

Technological Change and Environmental Sustairtgbili
Limits of Techno-Optimism

Zoltan Bajmocy — Gyorgy Malovics — Zsuzsanna Tyetya

Technological change is often considered to be aanmeof achieving sustainable
development, since it may increase eco-efficiemzy substitute natural capital with man-
made capital. However there are several hinders imtfoducing such innovations,
furthermore the more efficient use of natural reses does not necessarily result in their
decreased consumption at the macro level.

Present paper analyses the relation between teolgizal change and environmental
sustainability. It focuses on three main issuest fieco-efficiency and substitution, second,
uncertainty and reflexivity and eventually the rebd effect. In all the three fields we
identify mechanisms that question the ability atht®logical change to induce a shift
towards sustainability. In the existing structurdut not necessarily — technological change
seems to be rather part of the problem than thet&ol in connection with sustainability.

Keywords: technological change, sustainability, lationary economics, uncertainty,
rebound effect

1. Introduction

Technological change has been a core researchitopamnomics for decades now,
however its exact relationship with natural envimemt and sustainability is a
relatively young (and by no means central) issueth& same time, the two major
schools that examine the economy-environment oglggnvironmental economics
and ecological economics), have accumulated abunti@oretical and practical
knowledge in this field.

Beside scientific publications the issue is obvipysesent at political and
public discussions as well. The political positiooncerning sustainability treats
technological change unambiguously as part of sodution”. More efficient use of
natural resources or the reduction of the amountva$te appears in several
documents as principal ways of the shift towardstasnability (Bruntland 1987,
Stern 2006).

In scientific debates a wide range of approachesadiculated. At one end
stands a view that considers technological chasgthe@ main opportunity for the
shift towards sustainability. At the opposite etmhsls a viewpoint that regards it as
the main cause of problems. In economics the “teaptimist” approach is rather
expressed by environmental economics, while “pregall is propagated by
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ecological economics. It is important to declarattim certain aspects the border
between the two schools is quite blurred. But inngxtion with the role they assign
to technological change with respect to sustaiftgbilheir approaches and

conclusions are sharply distinct (Malovics—Bajma6p9).

In present paper we analyze the relation betweelntdogical change and
environmental sustainability along three topicsita first chapter we are dealing
with the subject of eco-efficiency and substitutidime second chapter focuses on
uncertainty and reflexivity, while in the third gitar we examine the rebound-effect
and one of its special forms, namely the Jevonadm. At the end we draw our
conclusion with respect to the relation of techgatal change and sustainability.

2. Eco-efficiency and substitution

The standard view of economics normally focuses twn basic aspects of
technological change: thecreasing productivity(change in the shape of the
production function) and theew ways of substitutioamong factors of production
(Métyas 2003, Samuelson—Nordhaus 2000, Wentzel)20®@se characteristics of
technological change provide possibilities in ecorzing with resources (also with
natural resources).

The more efficient usef the factors of production (economizing) is aiba
interest of enterprises, at least in case when theghase them in the market
Technological innovations that enable economizirgsiimulated by market forces.
By increasing the productivity (eco-efficiency) oétural resources, the innovator
will be able to reach a lower cost per piece comgao their competitors or will be
able to provide more favourable solutions to thescmners (e.g. the significant
reduction in the specific energy-consumption ohtigg bulbs or the fall in the per
kilometre fuel consumption of vehicles). But evam ¢ase of the significant
improvement in eco-efficiency, the substitution adfgiven resource may become
inevitable sooner or later.

One of the most heated dispute in connection vhighrole of technological
change focuses right on the relation of natural anificial (man-made) resources.
If these types of resources wemibstitutable than the concept of weak
sustainability would be acceptable. In other words it would beugh to sustain the
sum of the value of the two types of capital, teate artificial capital in the value of
the terminated natural capital (Harte 1995, Guté396] Kerekes 2006).

1 In present paper we can not deal with the prigirablem of natural resources in detail. However we
must note that market prices do not necessariigatel the scarcity of natural resources, or priciray
even be impossible (Gowdy 1997).

2 According to the concept of weak sustainabilitytunal and man-made capital are basically
substitutable. In order to fulfil the criterion sfistainability the sum of the values of the twoitzdp
types must remain constant. In other words, wherv#tiue of the natural capital decreases, it isigho
to create man-made capital with the same value.
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This substitution is direct if a new (more precideyice enables us to decrease the
amount of waste (pollution), to utilize formerly-utilizable resources or to recycle
more efficiently (Solow 1997, Stiglitz 1997). A neoimportant form is however the
indirect substitution, when products that formenlgre made from non-renewable
resources are now produced from renewables witthét of processes with great
capital-intensity (Solow 1997).

But in case the natural capital can not be fullps$iuted, it constitutes an
absolute external sustainability barrier, and aimméh level must be inevitably
saved. According to our present knowledge natureviges such ecosystem
service$ to the economy that practically can be substituteither by each-other,
nor by man-made technology (UNDP et al 2000, Gisiaf 1998, Daily 1997,
Gonczlik 2004

According to the standard economic arguments (ortlwknvironmentally
economics builds to a great extent) technologibahge that enables substitution is
basically generated by market mechanisms (the @saimgthe relative prices). The
effects of relative prices on the direction andesp@f technological change is
analyzed in detail by the induced innovation theoiRuttan 1997). Fundamentally
they reach back to the hypothesis of Sir John Hpksforth in 1932, in which he
argued that “a change in the relative prices afofacof production is itself a spur to
innovation, and to inventions of a particular kindlirected at economizing the use
of a factor which has become relatively expens{deffe et al 2003, p. 470.).

Therefore market mechanisms, by signalling thecétyaof given resources,
provide an incentive to economic actors to use rotpetentially yet unknown)
resources. This process and the ability to increaseefficiency lead to sustainable
growth.

However ecological economicss rather sceptic about the abovementioned
interpretation of technological change. On the drand it criticizes induced
innovation theories on the basis of the achievemehtvolutionary economics, on
the other hand it questions the presumptions ofviek sustainability concept.

Two main set of critical arguments towards induiretbvation theories can
be outlined. The first set of critics stand on thasis of positive feedbacks
mechanisms linked to the use of technologies, what$o infers the path-
dependency of technological change. The use ofvangtechnological solution
provides additional advantages to both the prodacdrthe consumer. On the top of

® The most important types of ecosystem-services mmeduction services (e.g. food, resources,
fodder), regulating services (e.g. climate, floodbtection, pollination), cultural services (e.g.
education, recreation, inspiration for art) and viBi@ning services (e.g. nutriment circulation)
(MEA 2005).

4 We must note that ecological economics does ncéssarily propagate strong sustainability as an
alternative for weak sustainability. This is bea@irs the strong sustainability concept the criterad
sustainability is the constant value of naturalitshpwhich presumes the existence of an objective
valuing method. Ecological economics however qoesti that such a method could exist
(Malovics—Bajmocy 2009).
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this it generates negative externalities towardsather competing solutions. Thus
the world of technological change can be charamdrby positive feedbacks and
dynamic increasing returns (David, 1985, Arthur2,98990, Page 2006). Therefore
technological change has such characteristics tttatly “rewrite” the standard
allocation problems of economics that presume emhsor decreasing returns
(Arthur 1989, 1990):

- Non-predictable the long-run market shares of the technologicdlitens
can not be predicted, uncertainty does not "averagay".

- Non flexible a subsidy or tax adjustment to one of the teamek’ returns
can not always influence future market choices.

- Path-dependenton-ergodic): different sequences of choices teatifferent
market outcomes.

- Not path-efficientsuch a situation may occur, when it is worth lto@se one
of the alternatives just because of the past dewgsiln other words “lock-in"
may occur, when a technological solution provekdganore valuable than all
its alternatives just because enough people haddjrchosen it.

This means that when consumers or companies chasa @ifferent
(e.g. polluting or less polluting) technologicalugmns, they do not solely consider
the characters of the given solutions (and themm pveferences), but also the effects
of the earlier decisions. New technological solgialoes not appear with a “clean
slate”, they must compete the positive feedbackhamisms backing the existing
solutions.

On the top of this several other factors may alsengthen positive
feedbacks, such as institutional or infrastructuchbnges (Nelson 1995), and
relational systems occurring parallel to (or ines@lution with) the spread of the
technologies (Witt 2003). The historically develdpstructures are not only able to
select out the incompatible novelties, but are alsle to shape the direction of the
search process. A widely accepted opinion may owgtir regard to the relevant
problems and the desirable directions of reseandrdavelopment — a technological
regime or paradigm (Dosi 1982, Kemp et al 1998).

Thereforeseveral barriers may hinder the spread of techniglagsolutions
with increased eco-efficiency or solutions thatyidde new ways of substitutiofihe
replacement of the existing (optionally less adagabus) solutions can be seriously
hindered by the historically developed structusgstems.

The other set of critical arguments towards induce®ovation theories
question the implicit presumption under which ecoimactors would always be
able to predict their needs, and enforce the emesgef the new solutions with
optimal productivity characters. According to theolaitionary interpretation of
technological change the global objective functitime definite set of choices,
maximizing behaviour and rational decision makimg imdefensible presumptions
(Nelson—Winter 1982, Dosi—Nelson 1994).
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Uncertaintyis an inherent element of the process of techmmabghange.
It is not solely a problem of information gatherimgt an integral part of the process
(Hronszky 2005). This is a clear consequence of ghevementioned positive
feedback mechanisms, but also well underpinnedhbytheories that analyse the
process of innovations in depth (Marinova—Phillim@003, Fagerberg 2005).

3. Uncertainty and reflexivity

Uncertainty does not only appear in connection i direction of technological
change but also regarding the social and envirotaheffects of innovations. The
systemic nature of the biosphere and the high nuwibfactors influencing certain
technological situations (Ropolyi 2004) make it rwbeoretically impossible to
predict the potential effects of the new solutiolmsaddition, new solutions may
alter the circumstances in which they emerged,thnd their own potential effects
as well ¢eflexivity). A significant part of today’s new technologicallutions aim to

remedy the (often unforeseen) problems caused kg fdrmer solutions

(Beck 2003).

Therefore, we have a good reason to assume thatewéwological solutions
will have such (e.g. environmentajfects thatannot be estimated in advande
addition, the time for the potentially necessargmdtion becomes even shorter
because of the accelerating innovation activity.

The handling of these effects becomes even motdematic if we consider
the fact that many of the effects of new technaegiannot be perceived “in the
usual way” (i.e. with our senses). These risks ofiemnization — as Beck (2003)
denominated them — are based on casual interpmdaaind come into being through
the scientific knowledge on them. Thus their rectogm (even the acknowledgment
of their existence) and the search for solutiorestara high extent influenced by
social processes and institutions.

The shift in the discipline of technology assessmera method for the
research of the future effects of new technologiesillustrates well the
aforementioned characteristics of technologicaingiea The hard (expert) methods
which were originally peculiar to the area systaeoadly reached their limits,
therefore the focus shifted towards the involvenwdhe widest possible range of
stakeholders, and thus the consideration of theality of possible aspects and
interpretations (Schot 2001, Hronszky 2002). Inigaltl the emphasis increasingly
shifted from valuation to influencing (even in tearly phases of development),
since the possibilities of alteration — owing te thositive feedback mechanisms —
may be seriously limited later.
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4, Therebound effect

We considered theebound-effectto be the third significant area regarding the
relations of technological change and sustaingbilithis notion refers to the
phenomenon that the increase in the productivita gfiven natural resource does
not result in the decrease of the absolute uskeofiiven resource to such an extent
that could be expected on the basis of the ecoiefity gain. Moreover, in many
cases productivity-increase goes hand in hand tvéheven more intense use of the
given resource (this latter case is the so cadllans-paradgx

The growth in fuel efficiency in the case of caos &xample went hand in
hand with the growth in the number of cars andrkétres driven (Kemp et al 1998,
York 2006). A growth in household size and eledirdtisehold appliances, and also
higher room temperature were observed parallelh® introduction of energy
efficient solutions into households (Hanssen 1999).

Fouquet and Pearson (2006) report the parallel throilighting-efficacy and
the absolute energy need for lighting in the Unkéagdom in very a long (several
hundred years) time-scale. During this period ligivefficacy has been multiplied
by more than 700 times, still, energy use connetdddjhting has been multiplied
by 6600 (Table 1). Due to the relative cheapnedglofing an increased number of
people could afford it, and new utilization methdésg. outdoor lighting) could
emerge, which eventually resulted a sharp increatie total energy consumption.

Table 1.Changes in the price, efficiency and consumptiodashestic lighting from
1800 to 2000

Y ear Price of Lighting  Priceof light Consumption  Real GDP

lighting fuel efficacy per lumen  (lumen-hours  per capita

(%) (%) per capita)

1800 100 1 100,00 1 1
1850 40 4 26,80 4 1
1900 26 7 4,20 86 3
1950 40 331 0,15 1544 4
2000 18 714 0,03 6641 15

Source:Fouquet—Pearson (2006) and Herring—Roy (2007, p) 19

Rebound-effect can not only emerge regarding the afsthe resource at
stake. The growth in the eco-efficiency of a givesource may be the source of
effects emerging at higher levels of aggregatidrusl we may distinguish different
rebound-effect types, such as (Herring-Roy 2007):

- direct,
- indirect, and
- economy-wide rebound effects.
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In case ofdirect rebound effedhe demand for the products and services of
enhanced eco-efficiency grows as a result of tledirgein the relative price of the
used factors. This may enhance the total use otress. First, we may buy more
from a certain product (e.g. when the price of filimetre falls we have the
chance to drive more), and second, the produdareice may become accessible for
new consumers (e.g. the spreading of air-condigni

Indirect rebound effeatefers to the phenomena when we spend our savings
arising from efficiency increase on other resountensive products or services
(e.g. luxury goods). Households may spend theiringgvcoming from more
efficient heating on overseas holidays. The savesource use coming from more
efficient heating is thus lost because of the gngwiuel use of airplanes.

Similar processes may take place on the produderas well. For example
an energy-efficiency increase in steel productexuces the relative price of steel.
This may reduce the price of cars which enhance# ttemand. This process
expectedly enhances fuel use.

Economy-wide effecefers to the process that technological developraed
changes in consumer preferences allow new (formmotyknown) ways of factor
use. Increasing eco-efficiency may significantiyntribbute to such new utilization
forms, since economic actors in their investmemtsiens prefer technologies that
are based on the relatively cheap factors. For plarthe use of electricity became
common in many areas where no non-renewable resouwvere used earlier (e.g.
watches, escalators, air conditioning etc.).

Articles on rebound-effect agree that users “takekb a certain part of
savings coming from eco-efficiency increase (Al&si05, York 2006, Sorell 2009).
But the literature is not at all unified regarditng extent of the rebound-effect and
the casual relationship between efficiency increaskgrowing total resource use.

It is practical to measure tlextent of the rebound-effesrs a percentage of the
expected resource-saving (due to efficiency-inaeakhis extent is at almost every
occasions above zero, but according to some autirdys exceeds one hundred
(and thus causes an increase in total resourceruspgcial cases. It is quite hard to
conclude this debate, since on the one hand empo#ses supporting the Jevons-
paradox usually focus on energy intensive techrietogvith a wide range of
utilization opportunities (Sorell 2009), and on thather hand empirical
investigations are necessarily limited to a specgeriod, economic sector or
country (or group of countries) (Alcott 2005).

Still, numerous aforementioned examples and otimmirgcal data (Polimeni—
Polimeni 2006) show that it is not at all rare thedwth in resource-efficiency and
absolute resource use go hand in hand. Still, itjuge difficult to prove any
causality since the growth in absolute resourcenuag derive from a lot of other
factors and the methodology of the empirical aredydealing with the Jevons-
paradox is not conclusive in this respect (Alc@d2, Sorell 2009).
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What can be stated however is that saving oppaid¢gnideriving from
enhanced eco-efficiency can never be fully realidée: increase in the absolute use
of a given resource (and even more likely in theneeny-wide absolute resource
use) can especially be expected in case of resouwith wide utilization
opportunities and the strong path-dependency ofdlated technologies. Thus we
can suppose that enhancing eco-efficiency is eifiteot enough to generate a shift
toward sustainability, moreover, it may even havepposite effect.

5. Summary and conclusions

We reviewed the relationship between technologibahge and sustainability in our
paper. We analyzed three topics: eco-efficiencysars$titution, uncertainty and the
reflexivity of technological change and the rebowfigct. In all three fields we
explored mechanisms that question the ability ofinelogical change to generate a
shift towards sustainability.

Market mechanismfiave a limited ability to enforce the occurrende o
solutions with increased eco-efficiency or substgufor the scarce resources. The
main reasons for this are the positive feedbackhem@sms that are linked to
technological change. Furthermore, it is sensiblpresume that the substitution of
ecosystem services with man-made capital can nsinfygly solved in each case.

On the top of thisriew technological solutions almost necessarilyrimiw,
until that time unknown problem@ew environmental problems among others).
Therefore technologies that were originally created remedy environmental
problems generate the new problems partially themse This is caused by the
inevitable uncertainty that characterises technosgituations.

The third range of problems are in connection whle macroeconomic
(rebound) effects induced by enhanced eco-effigiedc number of mechanisms
exist in the economy thatansfers the savings gained from the increasadieficy
towards a higher level of resource u3édese processes lead to the increased use of
the resource in several cases. This is ultimatalg do the new utilization
opportunities provided by technological change,gat-dependence of change and
the maximizing behaviour of the economic agents.

Therefore within the existing structure we can egpect that technological
change (more eco-efficient or waste reducing anelatihg solutions) would result
in a shift towards sustainability. Within preseimtemstances — but not necessarily
— technological change is rather part of the prolilean the solution with regard to
sustainability.

References

Alcott, B. 2005: ,Jevons’ ParadoxEcological Economic$h4, 1, pp. 9-21.



Technological Change and Environmental Sustaingbiliimits of Techno-Optimism 263

Arthur, W. B. 1989: Competing Technologies, InciegsReturns and Lock-in by Historical
Events.Economic Journal99, 3, pp. 116-131.

Arthur, W. B. 1990:Positive Feedbacks in the Econon§cientific American 262, 2,
pp. 92-99.

Beck, U. 2003:A kockéazat-tarsadalom. Ut egy masik modernitas®zazadvég Kiado,
Budapest.

Bruntland, G. (ed.) 1987:0ur common future”. The World Commission on Eomiment
and DevelopmenOxford University Press, Oxford.

Daily, G. C. (ed.) 1997Nature's Services: Societal Dependence On Nattcalsystems.
Island Press, Washington D.C.

David, P. 1985Clio and the Economics of QWERTYamerican Economic Reviewb, 2,
pp. 332-337.

Dosi, G. 1982:Technological Paradigms and Technological TrajéesorA Suggested
Interpretation of the Determinants and DirectiorisTechnical ChangeResearch
Policy, 11, 3, pp. 147-162.

Dosi, G. — Nelson, R. R. 1994n Introduction to Evolutionary Theories in Econami
Journal of Evolutionary Economics, 3, pp. 153-172.

Fagerberg, J. 2005novation. A Guide to the Literaturtn Fagerberg, J. — Mowery, D. C.—
Nelson, R. R. (edsJThe Oxford Handbook of Innovatio@xford University Press,
Oxford—New York, pp. 1-26.

Fouquet, R. — Pearson, 2008even Centuries of Energy Services: The Price asel &f
Light in the United Kingdom (1300-2000)he Energy Journal7, 1, pp. 139-177.

Gonczlik, A. 2004Az él6 természet adomanyddovasz 8, 1-4, pp. 15-43.

Gowdy, J. M. 1997 The Value of Biodiversity - Markets, Society, @wbsystemd.and
Economics73, 1, pp. 25-41.

Gustafsson, B. 1998: Scope and limits of the manketchanism in environmental
managementEcological Economi¢4, 2-3, pp. 259-274.

Gutés, M. C. 1996The concept of weak sustainabilitEcological Economics17, 3,
pp. 147-156.

Hanssen, O. J. 199Sustainable product systems — experiences basedsprojects in
sustainable product developmeiaurnal of Cleaner Productiqry, 1, pp. 27-41.

Harte, M. J. 1995:Ecology, sustainability, and environment as capitatological
Economics15, 2, pp. 157-164.

Herring, H. — Roy, R. 2007Technological innovation, energy efficient desigmnd ahe
rebound effectTechnovation27, 4, pp. 194-203.

Hronszky, |I. 2002:Kockazat és innovacié. A technika ddigse tarsadalmi kontextusban.
Magyar Elektronikus Kényvtar. http://mek.oszk.huB00/01548/

Hronszky, |. 2005:Az innovaciépolitika megalapozasa evolucionista kdzglitéssel
In Buzas, N. (ed.)Tudasmenedzsment és tudasalapl gazdasagfejleSZ8E&
Gazdasagtudomanyi Kar Kézleményei, JATEPress, Sizege 13-33.

Jaffe, A. B. — Newell, R. G. — Stavins, R. N. 2003chnological Change and the
Environment. In Maler, K. G.—Vincent, J. R. (eddpndbook of Environmental
Economics. Volume 1: Environmental Degradation dndtitutional Responses.
Elsevier, Amsterdam, pp. 461-516.

Kemp, R. — Schot, J. — Hoogma, R. 19B&gime Shifts to Sustainability Through Processes
of Niche Formation: The Approach of Strategic NickkanagementTechnology
Analysis & Strategic Managemend, 2, pp. 175-195.



264 Zoltan Bajmocy — Gyorgy Malovics — Zsuzsanna Bety

Kerekes, S. 2006A fenntarthat6 fefldés kézgazdasagi értelmezéseBulla, M.—Tamas, P.
(eds)Fenntarthat6 fejfdés Magyarorszagon — Jéképek és forgatokdnyveldMK,
Budapest, pp. 196-211.

Méalovics, Gy. — Bajmoécy, Z. 2009A fenntarthatdsag kozgazdasagtani értelmezései
Kbézgazdasagi Szemg6, 5, pp. 464-483.

Marinova, D. — Phillimore, J. 2003 odels of Innovation. In Shavinina, L. V. (edlhe
International Handbook on Innovatipklsevier Science, Oxford, pp. 44-53.

Matyéas, A. 2003A modern kézgazdasagtan torténétala, Budapest.

MEA 2005: Ecosystems and Human Well-being — Biodiversityhegis.World Resources
Institute, Washington, D.C.

Nelson, R. R. 1995Recent Evolutionary Theorizing about Economic Cleadgurnal of
Economic Literature33, 1, pp. 48-90.

Nelson, R. R — Winter, S. G. 1982n Evolutionary Theory of Economic Changelknap
Harvard, Cambridge, MA—London, UK.

Page, S. E. 200®ath Dependenc®uarterly Journal of Political Scien¢é, 1, pp. 87-115.

Polimeni, J. M. — Polimeni, R. I. 2008evons’ paradox and the myth of technological
liberation.Ecological Complexity3, 4, pp. 344-353.

Ropolyi, L. 2004: Technika és etikaln Fekete, L. (ed.)Kortars etika. Nemzeti
Tankonyvkiadd, Budapest, pp. 245-292.

Ruttan, V. W. 1997:Induced Innovation, Evolutionary Theory and Pathp&melence:
Sources of Technical Changéhe Economic Journall 07, pp. 1520-1529.

Samuelson, P. A. — Nordhaus, W. D. 20R0zgazdasagtaikKJK-KERSZOV, Budapest.

Schot, J. 2001Towards New Forms of Participatory Technology Depehent Technology
Analysis and Strategic Managemet3, 1, pp. 39-52.

Solow, R. M. 1997Georgescu-Roegen versus Solow-Stiglizological Economics22, 3,
pp. 267-269.

Sorell, S. 2009Jevons’ paradox revisited: the evidence for baelfiom improved energy
efficiency. Energy Policy 37, 4, pp. 1456-1469.

Stern, N. 2006:Stern Review on the Economics of Climate Chargg://www.hm-
treaury.gov.uk/independent_reviews/stern_reviewnenucs_climate_change/stern_
review_report.cfm.

Stiglitz, J. E. 1997Georgescu-Roegen versus Solow-Stiglizological Economics22, 3,
pp. 269-270.

UNDP — UNEP — World Bank — World Resources Institd000:People and Ecosystems —
The Fraying Web of LifaVRI, Washington, D.C.

Wentzel, A. 2006 Conjectures, Constructs and Conflicts: A FrameworkUnderstanding
Imagineering In Pyka, A.—Hanusch, H. (ed#)pplied Evolutionary Economics and
the Knowledge-Based Econordward Elgar, Cheltenham—Northampton, pp. 13-39.

Witt, U. 2003: Economic Policy Making in an Evolutionary PerspeetiJournal of
Evolutionary Economicdl 3, 2, pp. 77-94.

York, R. 2006:Ecological Paradoxes: William Stanley Jevons arel RPaperless Office.
Human Ecology Review 3, 2, pp. 143-147.






