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Preface

The fourth international PhD workshop entitled Technological Change and
Development, organized by the Doctoral School in Economics at the University of
Szeged, took place in April 2019. Just like in the previous years, the workshop was
held in parallel with the international conference of the Faculty of Economics and
Business Administration. This offered PhD students a special opportunity for personal
interactions with senior and young researchers from several countries. From the
presentations of the PhD session and the conference, we selected and peer-reviewed
22 papers with authors coming from various doctoral schools and higher education
institutions.

This time we invited again papers, addressing a better understanding of the impacts
of technological change, industry 4.0 on the economy and development. The broadly
defined subject offered the possibility to the participants to concentrate on the topic,
most relevant from the point of view of their theses. This is why the topics and
approaches of the volume are rich and varied.

The first chapter of the book deals with business development including the analysis
of business and management environment and sectoral analyses. All seven papers are
built on sophisticated methodological background. The geographical coverage
includes Hungary, Central Europe and Azerbaijan. The next chapter analyses the
impacts of innovation covering a wide range of topics: national accounts, agriculture,
doctor-patient communication, middle-income trap. The third part is dedicated to
financial issues like taxation, macroeconomic imbalance, fiscal distress at local
municipalities. The fourth part focuses on the changing international relations
covering topics of inequality, Dutch disease, misinvoicing and the practical test of
Ricardian equivalence hypothesis.

We owe our thanks to the reviewers and to Bettina Ambrus and Judit Dus for
formatting the document with high precision.

Szeged, 2020

The Editor
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Managing complexity in the era of Industry 4.0

Laszl6 Dinya — Aniké Klausmann-Dinya

Complexity is one of the biggest barriers to success in organizations, whether in the business
or nonbusiness sectors. Despite this fact there is very little research into the causes and
consequences of this rapidly growing problem in the era of Industry 4.0. Similarly, there is
very little practical information that provides actionable advice on how management in
organizations can attack this problem.

Internal complexity challenges like economic turbulence, understanding changes
in customer needs, coping with economic crises, successfully launching innovative new
products or services, dealing with regulatory changes, and finding and keeping talent are
all major issues of management. In coordinating internal complexity with a complex
competitive external environment, management of organizations needs to continually
respond in order to succeed.

We define complexity as the number of components in a system plus the variety of
relationships among these components plus the pace of change in both the components and
the relationships.

Larger systems are often more complex — but they may just be more complicated if
their behavior is unpredictable. Based on the database of the Global Entrepreneurship Index
(GEI) we compared the EU-member countries (especially Hungary) and how prepared they
are for management of growing complexity. Simplicity in business exists when we have exactly
the right number of essential components and connections to achieve a successful result — no
more, no less. That means everybody has to find an optimal level of complexity, which is called
simplicity, or good complexity, so we can talk about good or bad complexity, and their
respective levels are changing continuously.

Investigating the countries, we have identified three clusters of displaying different
management challenges: balanced, flexible, and vulnerable countries with regard to their
capacity to face and manage growing complexity. Hungary is among the latter group.

Keywords: complexity challenges, management 4.0

1. Introduction and literature

Complexity will be one of the biggest barriers to success of organizations in the
foreseeable future. There are many growing challenges like economic turbulence,
understanding changes in customer needs, coping with emerging economies,
successfully launching innovative new products or services, dealing with regulatory
change, and finding and keeping talent, which are all major issues that preoccupying
company leaders. In combination these amount to a complex competitive
environment, which firms need to continually respond to in order to succeed
(Bockelbrink et al. 2018).

We know that the competitive environment is becoming more complex,
turbulent and unpredictable, and managers have little or no control over the underlying
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trends, from globalization, to increasingly segmented markets, to technological
change. The most damaging kinds of complexity, however, come from within. More
products and services, more strategic initiatives, more layers of management, more
processes, procedures, disrupting innovations — until managers are overwhelmed
(Dinya 2012).

We can see a natural evolution of the business models, driven by
technological opportunities, new management practices, and the growing diversity of
customer needs. The external complexity, which is called Industry 4.0 drives internal
complexity.

We define the term complexity based on the literature as follows. Complexity
is the number of components in a system, plus the variety of relationships among
these components, plus the pace of change of both the components and the
relationships. Complex systems are characterized by diversity, ambiguity, and
unpredictability of outcomes relative to inputs, or changes in conditions. The
interaction of three dimensions — number of components, variety of relationships and
pace of change in both — means we cannot easily tell what a complex system is going
to do. It also means it is more difficult to control. As a general rule, the more a system
is made up of people, the more complex it is. The simplicity in business exists when
you have exactly the right number of essential components and connections to
achieve a successful result. No more, no less. This is the good complexity (Heywood
et al. 2010).

These definitions are useful as they can be applied to most business systems,
at any level: from firms in a supply chain, functional departments in a firm, machines
in a production line, or people in an organization. In fact, you can look at any complex
system and identify whether the overall complexity is being driven by the number of
components, the variety of different components, the number of connections, the pace
of change, or a combination of these factors. Once you know what type of complexity
you are dealing with, the solution for the complexity problem becomes much clearer.

We have to talk about external and internal complexity specifically in relation
to firms. Companies succeed, fail, or simply survive in complex competitive
environments full of opportunities and threats, which they have to continually respond
to. The scale of complexity facing organizations alone represents a significant
challenge. It drives greater uncertainty, and unpredictability and makes decision-
making more difficult. Firms have a broader range of options to choose from, but a
more confused information picture on which to base decisions. Effective allocation of
scarce resources becomes more challenging.

Two main forms of complexity relevant to business organizations are
commonly discussed: strategic complexity and organizational complexity.
Strategic complexity is about the positioning of the firm in a changing external
competitive environment, and the management decision-making processes that try to
navigate the best path through this environment. Focusing on dynamic capabilities
managers have to improve agility and responsiveness in the face of chaotic or
turbulent environments address this kind of complexity and the firm’s ability to
survive (Gottfredson 2012).
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Organizational complexity refers to internal sources of complexity stemming
from the evolution of business divisions, processes, procedures and rules, and
changing structural characteristics. Both forms are associated with positive (good) and
negative (bad) performance effects of complexity. Managerial decisions are about
finding the right balance — between ‘good’ complexity and ‘bad’ complexity. As
successful firms grow, they add new products and services to their portfolios, enter
new markets, engage in joint-ventures and acquisitions, and add new business units
and lines of management; these strategic initiatives adding value and profits also
growing. This is good complexity. At some point (we predictably called it the ‘tipping
point’) added complexity — a new line of products, one more acquisition, an extra
layer of management — does not add proportionate value. The firm does more things
and the number of components and/or interrelationships grows, but the added value is
outweighed by the added cost of the complexity. Bad complexity is costly complexity
—and if it becomes too overwhelming, it can Kill not just profits but the entire business
(Kerr 2012).

A group of experts developed a complex indicator (called Global Simplicity
Index, or GCI) some years ago and investigated hundreds of companies among the
Top 500 (Collinson and Jay 2012) In total, they applied 18 proxy measures: nine for
performance and nine for complexity — these being combined into the GCI. They
found that a profit loss of companies with higher complexity (bad complexity) than
the optimum was 10.2% (approx. 1.2 Billion USD) (Figure 1).

Figure 1 The relationship between performance and complexity

Profit
(EBITDA)
EEEEEEEEEEEEEEN
[ | 10.2%
[ ]
[ ]
[ ]
[ ]
| |
[ ]
[ ]
[ ]
[ ]
[ ]
|
| |
[ ]
| |
[ ]
[ ]
GOOD COMPLEXITY : BAD COMPLEXITY
Improves your performance g Increases cost and destroys value
| |
Complexity

Source: Collinson and Jay (2012). Remark: EBITDA is the earnings before
interest, taxes, depreciation, and amortization.
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Investigating the top 200 companies globally they could identify four groups
displaying different management challenges: simplifiers, complicators, struggles, and
performers concerning their focus on complexity (Figure 2). They defined that
complexity of organizations has six dimensions (internal: people — strategy — process
— product — structure, plus external environment) and their priorities must be redefined
in the era of Industry 4.0.

Figure 2 The performance-simplicity matrix — characteristic types of companies

" Profit
(EEITDA)
PERFORMERS COMPLICATORS
These companies are Some of these companies perform
performing strongly without well despite high complexity
over-complicating their levels. However, they are all losing
businesses. I some profit due to bad complexity.
Their key challenge is to Their key challenge is to
prevent bad complexity reduce bad complexity and
increasing. prevent it from increasing
_J further.
e ———— —
These companies have These companies are
very simple business models, struggling to manage very
but are not delivering high high levels of complexity, and
profits. losing significant profits as a
Their key challenge is to result.
harness good complexity Their key challenge is to
to grow. dramatically reduce bad
complexity.
SIMPLIFIERS STRUGGLERS
< T — J

Complexity
Source: Collins and Jay (2012)

This led us to the idea that studying the challenges of complexity management
should be started at the macro-level in order to take into account the differences of
environmental (external) complexity. The potential proposed solutions and principles
must be in harmony with the local (national) environment — there can be no best
practice, just different good practices depending on the local situation. Familiar with
the results of the Global Entrepreneurship Index (GEI), we thought that their database
of 137 countries could be a good basis for our research for several reasons (Acs et al.
2017, Lafuente et al. 2019):
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The Global Entrepreneurship Index (GEI) is a composite indicator of the health
of the entrepreneurship ecosystem in a given country measuring the quality (level) of
entrepreneurship and the extent and depth of the supporting entrepreneurial
ecosystem.

— It gives excellent and detailed information on 137 countries concerning their
level of entrepreneurship, which is a relevant pointer to the future
competitiveness of their economy.

— But the indicators applied in the GEI have another dimension too: they are
characterizing their relationship with future changes in the world of business.
Namely: the lower the level of entrepreneurship in a country is, the more
threatened they are by changes of growing complexity, in accordance with the
literature.

— Each indicator of the GEI (see later) has some pertinence to the environmental
and/or internal complexity. Companies and their management must be ready
for continuous reconfiguration of their business model, for more and more
disrupting innovations in every field of operation.

2. Investigation and results

We have elaborated a model to investigate the readiness of countries to manage the
growing complexity of global business environment (Figure 3). It based on the
combination of the international experiences and literature of complexity management
over the last few years, and the database of the Global Entrepreneurship Index (GEI).
As a first approach we have collected a database of 27 EU-member countries (only
Malta has not been included) and the 14 indicators describing them as follows. The
values of 14 indicators of GEl-database are normalized (their average is 0, standard
deviation is +/-1,0). It would be possible to widen the focus of investigation globally
in future, but firstly we tried to investigate the EU and especially the position of
Hungary. We conducted a factor analysis of the 14 indicators to check their
interdependence (if existent) and to form complex indicators (factors) from them for
later use. Every group of interdependent indicators (variables) forms a certain factor
(complex indicator), also with normalized values. After defining the professional
meaning (content) of the factors (as complex indicators) we conducted cluster analysis
based on the factor-weight matrix of the 27 countries. Investigating the different
clusters (classes) of the countries it was possible to characterize the distribution of the
EU-countries by their position regarding growing complexity.
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Figure 3 The model of the investigation
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We used these 14 variables (“pillars™) for measuring the position of countries
at 14 areas of internal conditions and external environment, and we characterized them
(additionally to the original definition in the GEI) from the point of view of

complexity management, as follows:

1 - Entrepreneurial Attitudes: This gives a picture of how a country thinks about
entrepreneurship, or talking about quickly growing complexity, how familiar the

culture is (value range) with the higher complexity of challenges.

1.1: Opportunity Perception. This pillar captures the potential “opportunity

perception” of a population by considering the state of property rights and the
regulatory burden that could limit the real exploitation of the recognized business

opportunity.

1.2: Startup Skills. Launching a successful venture requires the potential entrepreneur
to have the necessary startup skills, including how to deal with the complex

environment?

1.3: Risk Acceptance. Of the personal entrepreneurial traits, fear of failure is one of
the most important obstacles to a startup. Aversion to high-risk enterprises can retard

nascent entrepreneurship.
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1.4: Networking. Networking combines an entrepreneur’s personal knowledge with
their ability to connect to others in a country and the whole world.

1.5: Cultural Support. This pillar is a combined measure of how a country’s
inhabitants view entrepreneurs in terms of status and career choice, and how the level
of corruption in that country affects this view.

2 - Entrepreneurial Abilities: It measures the level of how people are prepared for
future uncertainties, do they have the necessary skills or competencies?

2.1: Opportunity Startup. This is a measure of startups by people who are motivated
by opportunity but face red tape and tax payment. An entrepreneur’s motivation for
starting a business is an important signal of quality.

2.2: Technology Absorption. In the era of Industry 4.0, information and
communication technologies (ICT) play a crucial role in adapting to complexity.

2.3: Human Capital. The prevalence of high-quality human capital is vitally important
for ventures that are highly innovative and require an educated, experienced, and
healthy workforce to continue to grow.

2.4: Competition. Competition is a measure of a business’s product or market
uniqueness, combined with the market power of existing businesses and business
groups and the effectiveness of anti-monopoly regulation.

3 - Entrepreneurial Aspirations: This is for measuring the readiness and ambition
of people to survive in global competition, in other words, are they clear with what is
meant by continuous and disruptive innovation.

3.1: Product Innovation. New products play a crucial role in the economies of all
countries. While countries were once the source of most new products, today
developing countries are producing products that are dramatically cheaper than their
Western equivalents. The high level of this indicator is a typical sign of affinity to
rapid exchange of company portfolio, which is fundamentally important in a time of
unpredictable (complex) environmental changes.

3.2: Process Innovation. Applying and/or creating new technology is another
important feature of businesses with high-growth potential. It is another important
dimension of readiness for disrupting renewal of the business model, or the operation.

3.3: High Growth. High Growth is a combined measure of the percentage of high-
growth businesses that intend to employ at least 10 people and plan to grow more than
50 percent in five years with business strategy sophistication and the possibility of
venture capital financing. It is a characteristic indicator of competition focus, not just
the survival struggles.

3.4: Internationalization. Internationalization is believed to be a major determinant of
growth. A widely applied proxy for internationalization is exporting. Exporting
demands capabilities beyond those needed by businesses that produce only for
domestic markets. We should not forget, that companies in more open (globalized)
economies — like Hungary — are more vulnerable to the threats of complexity.
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3.5: Risk Capital. The availability of risk finance, particularly equity rather than debt,
is an essential precondition for fulfilling entrepreneurial aspirations that are beyond
an individual entrepreneur’s personal financial resources, even in the time of
unpredictable challenges.

As a first step of factor analysis we wanted to ensure the homogeneity of the
dataset to provide the most characteristic representation of the assumed
interrelationships. Taking into account the values of MSA> 0.5 and KMO> 0.8), all
of the 14 variables seemed to be important. So, it was advisable to involve these
indicators into the investigation. The results of the factor analysis are summarized in
Table 1. The names of indicators are abbreviated. The findings are:

— Based on the intrinsic values greater than 1, we found of the four factors that
they had a high level of explanation: compressing 81.4% of the information
content of the 14 indicators. Based on the Kaiser-test we found the first three
factors to be the best approach, because they contain all 14 variables.
Communality of the original indicators was also appropriate: each of the
values ranging from 0.734 to 0.903 is well above the empirical rule of min.
0.25, and the Bartlett test was significant (0.00). Thus, the results of the factor
analysis based on the database are methodologically correct.

—  The maximum factor weights at the 14 indicators are higher than the expected
min. 0.3 (between 0.614 and 0.926). According to this, the professional
interpretation of the factors (based on the respective indicators) is as follows:

— F1: Complex (socio-economic) readiness level. With the exception of three
of the 14 original indicators, 11 indicators are mutually synchronous and
intertwined in this factor. It suggests that these indicators should be
considered and treated as a complex, common changing system, and for
example must be dealt with together in macro-level decisions aiming to
increase readiness to manage the threats of growing complexity.

— F2: this is related to one indicator that changes independently of all others,
the level of internationalization. This suggests that the degree of
internationalization is independent from how companies (and the business
ecosystem) are prepared for managing increasing complexity. Otherwise:
companies could be prepared for it, or not, in an opened or a closed economy.

— F3: we find two variables here — the level of start-up skills (0.656) and the
risk capital (-0.614) changing independently from the rest. Because their sign
is opposite, this suggests that in countries where the start-up skills are higher
there is less demand (or supply) of risk capital (and vice versa). And another
message is: readiness for managing complexity is independent of start-up
background. The F4 is just a residual complex indicator without professional
content.
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Table 1 Results of factor analysis

INDICATORS Components
FI F2 F3 F4

OPPORTPERCEPT 918 —158 —007 121
STARTUPSKILLS 101 -481 656 250
RISKACCEPT 798 —091 326 —.176
NETWORKING 688 —507 138 —.130
CULTSUPPORT 884 246 —.048 094
OPPORTSTARTUP 889 -201 -.039 137
TECHABSORP 926 056 146 —.143
HUMANCAPITAL 673 143 251 457
COMPETITION 922 065 -052 —.061
PRODUCTINNOV 724 337 -207 103
PROCESSINNOV 669 086 333 —538
HIGHGROWTH 624 458 192 460
INTERNATIONAL 327 787 245 211
RISKCAPITAL 552 -073 614 -.295
LOADINGS (%) Y =81.4% 534 115 91 74

Source: Own calculation

If we take the F1 as the complex readiness level of a country (business

ecosystem) to face the threats of increasing complexity it seems to be useful for
ranking (Figure 4). Decision makers at every (macro- and micro-) level have to think

through what the weakest (last) place of Hungary in the ranking means from the

perspective of solving complexity management tasks! The vertical axis shows the
normalized values of F1 factor in each country, where the average performance is 0,

under average.

the positive values represent above average performance, while the negative ones are
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0,5

Figure 4 Ranking of EU-members based on their level of complexity management
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The cluster analysis with the four factors (as complex indicators) was
performed on the 27-member database, and we determined the number and
characteristics of the countries belonging to a distinct type (CL1, CL2, CL3 clusters)
(Figure 5).

By trying different numbers of clusters, finally, three clusters gave the most
definite results. Cluster member countries are referred to by their abbreviated names.
The CL3 cluster of so-called "Prepared countries” (SW, FR, NL, FL, AU, GE, BE,
LU, SL, SK, CZ) has the highest value of F1 (0.468) — they seem to be the most
,robust” countries in the face of complexity challenges. The CL2 cluster (UK, DM,
IR, ET, LV, PL, CY, LT, RO, including Hungary too, but not in Figure 5, because we
wanted to show its profile separately) is the group of “Strongly threatened countries”
based on their lowest value (—0.336) of F1. The CL1 cluster of "Vulnerable countries"
(PT, ES, IT, GR, CR, BG, where F1 = -0.298) is practically the group of moderately
threatened economies is characterized by some readiness (F1) and the least developed
financial market (F2) among the three clusters.
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Figure 5 Comparing the cluster profiles and Hungary
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Hungary is a special case — its F1 value is the weakest in the EU (—1.549). Its
weak points are:
— Concerning entrepreneurial attitudes: opportunity perception, risk
acceptance, networking, cultural support

— Concerning entrepreneurial abilities: technology absorption, competition

— Concerning entrepreneurial aspirations: product innovation, process
innovation

— Besides the above-mentioned, but independent of the F1 complex indicator,
there are also weak points in start-up skills and risk capital.

The value (level) of these indicators are weaker than the average level of the
CL3 cluster ("Prepared countries™) or the CL1 cluster ("Vulnerable countries"), even
the average level of our CL2 cluster (“Strongly threatened countries”). Only the level
of high growth and the human capital could be termed acceptable — if we could
maintain these levels into the future, but certain dangerous can be ascertained in the
growing crises of the education and healthcare systems, the continuous migration of
qualified workforce into Western Europe, and the possible future decrease in EU-
subsidies.
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3. Conclusion

We often meet with good-news reports in the media about the growing performance
of the Hungarian economy. With the benefit of careful selective immersion, these
reports can be supported by some indicators. But the statements can only be taken
seriously if they stand in international comparison and in a broader context. Above
all, the overall picture must be balanced, and provide sufficient guarantees for the
country to respond effectively to the challenges of the future. This time we have
studied one of these challenges, namely the threats of the accelerating global
complexity in the economy as a consequence of the industrial revolution 4.0, and how
countries are prepared for facing it.

As a result of our research, we have found that the pool of the EU member
states shows a very mixed picture in this respect. A significant group of the 27
investigated countries (those with the most advanced business ecosystem, cluster
CL3) are at a relatively acceptable level for all of the indicators examined. Some of
the indicators in another group (cluster CL1) are weaker and that’s why these are more
vulnerable, but there is a chance for them to find the right answer to more complex
challenges. However, there is a very vulnerable group of member states (cluster CL2)
— which, if they do not try to build (rebuild) a viable, flexible, and entrepreneurial
business ecosystem as quickly as possible, will not be able to successfully negotiate
the maze of the fourth industrial revolution.

Hungary's situation is very specific: it is a member of the CL2 cluster, so in
many respects it is highly threatened. Unfortunately, however, even in this cluster it
differs in a negative sense, because most of those indicators are weaker (in some cases
significantly) compared to the cluster average - indicators which are essential for the
future competitiveness of the business ecosystem.

Finally, all EU member states (and all players in the globalized economy) face
big and rapidly growing complex challenges. Countries whose business ecosystems
are weaker than average (for various reasons) seem particularly vulnerable. All this
underlines the responsibility of macro-level decision-makers and organizational-level
managers to form business ecosystems by working together in the right direction and
in a timely manner, as soon as possible.

The results of our research are a kind of diagnosis that draws attention to the
points of business ecosystems where significant improvements and transformations
are needed to survive in an era of growing complexity. The results also point to the
fact that, because of the complex context of the ecosystem's characteristic features, it
is pointless to find a single best rescue measure - the viable solution and the path to it
may vary from country to country. And this is especially true in Hungary, because its
position is very specific as our results show.
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New business models on the deregulated coach market in

Central Europe

Balazs Acs

In many Central European countries, passenger transport markets have gone through a
liberalization process, new business models and new brands have emerged, such as Flixbus,
RegioJet, and Leo Express. Others have been less successful and have disappeared, such as
Polskibus, Berlin Linien Bus and Megabus. Their story and the lessons learnt show that
liberalized coach markets tend to return to oligopoly or monopoly, as in the case of Flixbus,
which works on the deregulated coach market just like competent authorities do on regulated
markets, however, without governmental control policy and use of public funds. Hungary is
on the verge of deciding on liberalization as the public service contracts of incumbent bus
operators expire at the end of 2019. This paper provides a general overview of the Hungarian
coach system, (as there is hardly any reliable English language source on this topic), and tries
to answer the question: could a commercial coach service — as a new business model — be
viable in Hungary?

Keywords: long distance coach market, Flixous CEE, liberalization, competition policy,
public service obligation

1. Introduction

Liberalization of the coach market has happened in most European countries,
however, in Hungary it is yet to come. The public service contracts of the incumbent
Hungarian coach operators will expire by the end of 2019, which could be a perfect
moment for a certain degree of deregulation. Considering the characteristics of the
Hungarian bus (and railway) market, is liberalization a real option?

This paper first briefly discusses the main definitions, then recalls the
evolution of liberalization through the experience of a selection of countries. Special
attention is paid to the Visegrad (V4) countries, and the recently opened coach markets
of Germany and France. The last section introduces the Hungarian passenger transport
system, and tries to answer the research question: Could a commercial coach service
—as a new business model — be economically viable in Hungary?

Some of those who fear coach liberalization worry about its projected
negative effects on railways. However, the European experience has confirmed that
coach liberalization does not harm the railways, as the coach boom did not continue
indefinitely, but rather stabilized after a while at a certain sustainable level and went
through a kind of consolidation.
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2. Legal framework

The philosophy behind regulation is to provide free and fair competition in the market
of public transportation services, which also includes the separation of commercial
and public services, especially in terms of financing. In Hungary commercial
passenger services are almost non-existent, and therefore unknown, due to the present
structure of a regularized market system based only on public service obligation
(PSO). This peculiarity has necessitated the development of an understanding between
PSO and commercial services.

Regulation (EC) No 1370/2007 explains the division between PSO and
commercial (non-PSO) services as follows: “many inland passenger transport Services
which are required in the general economic interest cannot be operated on a
commercial basis. The competent authorities of the Member States must be able to act
to ensure that such services are provided.” Among the relevant mechanisms to ensure
that public passenger transport services are provided, the most important is “the grant
of financial compensation to public service operators”.

The term ‘Public service obligation’ means “a requirement defined or
determined by a competent authority in order to ensure public passenger transport
services in the general interest that an operator, if it were considering its own
commercial interests, would not assume or would not assume to the same extent or
under the same conditions without reward” (Regulation (EC) No 1370/2007, Article
2, Definitions, e) paragraph).

This definition contains another important legal term, ‘competent authority’,
which means “any public authority or group of public authorities of a Member State
or Member States which has the power to intervene in public passenger transport in a
given geographical area or any body vested with such authority” (Directive, Article
2, Definitions, b) paragraph). In the case of PSO, the competent authority has the right
to plan timetables, choose operators (on competitive tendering, public procurement),
and has the right to distribute the financial resources among the operators to cover
their costs which are not covered by their income. Therefore, under PSO, entry to the
market is regulated, while competition among operators is not on the market, but for
the market and for the financial compensation. Conversely, in the case of commercial
services, competition is on the market, in particular for ticket revenue from
passengers.

In this paper, the term PSO is used for services that are subsidized and
regulated by a competent authority, while the term ‘commercial’ is used for services
on the deregulated, liberalized markets. This paper contains a description of the
evolution of the commercial coach services through the examples of some relevant
European countries. These services are generally deregulated, the market is
liberalized, and there is no intervention of any competent authority. However, during
the research a second research question arose: whether these liberalized markets tend
to return to a status where one or several operators or brands start to behave just like
competent authorities do in the PSO context.



New business models on the deregulated coach market in Central Europe 25

Liberalization is considered complementary with deregulation. “The concept
of ‘deregulating’ transport industries is examined to identify the elements and
outcomes of the process by drawing examples of the principal modes (bus and coach,
rail, air) in various countries. Experience in the British case is used as a starting point.
A distinction is drawn between ‘deregulation’ (which may apply both to publicly and
privately-owned operations), and ‘privatization’ (the transfer of assets and/or
operations to the private sector. It is important to distinguish impacts of deregulation
from those of other factors which will also affect the performance (such as trends in
ridership) of the industries concerned, in drawing conclusions about its role. (White—
Sturt 2009).

The philosophy behind regulation is to provide free and fair competition in
the market of public transportation services, which also includes the separation of
commercial and public services, especially in terms of financing. In Hungary
commercial passenger services are almost non-existent, and therefore unknown, due
to the present structure of a regularized market system based only on public service
obligation (PSO). This peculiarity has necessitated the development of an
understanding between PSO and commercial services.

Regulation (EC) No 1370/2007 explains the division between PSO and
commercial (non-PSO) services as follows: “many inland passenger transport services
which are required in the general economic interest cannot be operated on a
commercial basis. The competent authorities of the Member States must be able to act
to ensure that such services are provided.” Among the relevant mechanisms to ensure
that public passenger transport services are provided, the most important is “the grant
of financial compensation to public service operators”.

The term ‘Public service obligation’ means “a requirement defined or
determined by a competent authority in order to ensure public passenger transport
services in the general interest that an operator, if it were considering its own
commercial interests, would not assume or would not assume to the same extent or
under the same conditions without reward” (Regulation (EC) No 1370/2007, Article
2, Definitions, e) paragraph).

This definition contains another important legal term, ‘competent authority’,
which means “any public authority or group of public authorities of a Member State
or Member States which has the power to intervene in public passenger transport in a
given geographical area or any body vested with such authority” (Directive, Article
2, Definitions, b) paragraph). In the case of PSO, the competent authority has the right
to plan timetables, choose operators (on competitive tendering, public procurement),
and has the right to distribute the financial resources among the operators to cover
their costs which are not covered by their income. Therefore, under PSO, entry to the
market is regulated, while competition among operators is not on the market, but for
the market and for the financial compensation. Conversely, in the case of commercial
services, competition is on the market, in particular for ticket revenue from
passengers.
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In this paper, the term PSO is used for services that are subsidized and
regulated by a competent authority, while the term ‘commercial’ is used for services
on the deregulated, liberalized markets. This paper contains a description of the
evolution of the commercial coach services through the examples of some relevant
European countries. These services are generally deregulated, the market is
liberalized, and there is no intervention of any competent authority. However, during
the research a second research question arose: whether these liberalized markets tend
to return to a status where one or several operators or brands start to behave just like
competent authorities do in the PSO context.

Liberalization is considered complementary with deregulation. “The concept
of ‘deregulating’ transport industries is examined to identify the elements and
outcomes of the process by drawing examples of the principal modes (bus and coach,
rail, air) in various countries. Experience in the British case is used as a starting point.
A distinction is drawn between ‘deregulation’ (which may apply both to publicly and
privately-owned operations), and ‘privatization’ (the transfer of assets and/or
operations to the private sector. It is important to distinguish impacts of deregulation
from those of other factors which will also affect the performance (such as trends in
ridership) of the industries concerned, in drawing conclusions about its role. (White—
Sturt 2009).

3. Why long-distance services tend to be commercial?

Provision of passenger transport services used to be a good business until private
car use became dominant and ridership began to shrink. Railway companies had
started to suffer from losses at the beginning of the second half of the 20" century,
while bus operators reached that level a few decades later. Nowadays most regional
services - especially in rural areas where ridership is very low - require subsidy, or
financial compensation. Suburban services in Europe have high, or even growing
ridership, but when these are operated in fare alliances, the allocation of income is
not transparent, and if the buses are stuck in traffic congestion, the cost of operation
is high. Long-distance services, however, are generally capable of covering
operating costs from revenue.

There are some reasons for this. Unlike regional buses, which run 40-60
thousand kilometers a year, a long-distance coach runs 200-400 thousand kilometers,
and therefore depreciation and all other costs divided by this distance is significantly
lower. Similarly, personnel costs are also lower, because a coach driver may drive 2—
3 times further during his or her shift than regional bus drivers.

On the income side, regional and suburban tariffs are “a few” Euros for a ride,
as there is not much chance to attract passengers with pricing techniques. However,
in case of long-distance trips, passengers are easier to push into off-peak times by
demand-responsive pricing.
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4. Milestones of coach liberalization in Europe

Many European countries have undergone the deregulation process, each of them has
unique solutions. The focus of this paper is on Central-Eastern European (CEE)
countries; however, it is worth scanning through the main Western-European
milestones leading to the almost Europe-wide liberalization process. The chronology
of liberalization can be easily summarized as there was a well-planned first wave in
the 80s-90s, followed by various solutions in CEE countries, and a second big Western
wave originating from Germany in the 2010s, and finally the remaining states. This
paper follows this structure.

4.1. United Kingdom

The pioneering role of bus liberalization was played by the Thatcher government in
Great Britain in the 1980s. In the coach market, the incumbent National Express (NE)
had to face some emerging operators, especially on the London-Oxford route, but NE
remained the main player, and most challengers threw in the towel (van de Velde
2009). There were serious “bus wars” on regional routes, but after a while the situation
has consolidated.

Among the challengers of NE there was one exception, Megabus, which was
launched in 2003, and still has a significant market share (White—Robbins 2012).
Megabus as a brand belongs to the Stagecoach group, one of the Big 5 transportation
operators (the other 4 being National Express, Go Ahead, Arriva, and First). These
companies are active not only at the bus and coach business, but also in the railway
sector, and not only in the field of commercial services, but they operate services
under PSO. Their business models contain both bidding for franchises and also real
on-the-market-competition.

4.2. Scandinavia

Following Britain, the two main Scandinavian countries (Sweden and Norway)
decided to liberalize their coach market. In Sweden the then incumbent Swebus had
been a subsidiary of SJ (the Swedish state railways), serving routes where rail service
was inadequate. It was privatized in 1996 and sold to Stagecoach. After the 1999
deregulation of the Swedish coach market, the new owner of Swebus became
Concordia Bus, and in May 2018 the company was sold to Flixbus and the brand
Swebus started to disappear. Swebus had around 50% market share in 2014. There are
other brands and operators (e.g. Bus4You), their network is also Stockholm-centered,
operating more or less in parallel with rail lines and each other. The competition
forced both coach and railway operators to improve their services, and it resulted in
growing patronage for public transport. Over the last two decades, the passenger
kilometer figure for coach and rail has grown more than that of the private cars, and
it represents the success of liberalization (Alexandersson 2014).
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The evolution of the Norwegian coach market has provided some points of
similarity to CEE countries. The process is described in detail by Aarhaug—Fearnley
(2016): “Apart from its major cities, Norway is a country that is hard to serve by high
capacity public transport, like rail. However, scheduled coach services were for a long
time strictly regulated in order to protect the railways. Before 1998, it was the
responsibility of coach companies to prove that they were not in competition with the
railways, in order to obtain licenses to operate— similar to the requirements in
Germany (Walter et al. 2011). In the 1980s, most express coach routes were extended
local routes, and local bus companies operated most of them. Operators with area
licenses in neighboring counties cooperated and joined their licenses in order to
operate through services. Such cooperation was a de-facto requirement for
establishing express coach routes (Leiren—Fearnley 2008). This regulation was first
lifted in limited areas in 1999, when consideration of passenger benefit became
important. Then, in 2003, entry regulation was abolished all together for county border
crossing services, as is the official term (Leiren et al. 2007)”.

Figures 1 and 2 The route map of Nor-Way Bussekspress and Nettbus Express
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The express coach market carried 5.3 million passengers offering 34 million
bus kilometers in 2010. For comparison, the total Norwegian scheduled bus market
(including express coach services) has 314 million passengers and 249 million bus
kilometers. (Aarhaug—Fearnley 2016).

The former Norwegian transport policy considered the express coaches to be
a competitor for subsidized rail (which was seen as a natural monopoly), and there
was a fear that deregulating the coach market would reduce rail ridership. This fear
proved false, in spite of a rapid growth in the coach industry, “railways experienced
steady growth after the express coach deregulation” (Aarhaug—Fearnley 2016).

The main lesson learnt in Norway is that coach liberalization did not harm railway
patronage, rather it motivated railways to improve their service level and productivity.

The main bus brands in Norway are Nettbus Ekspress and Nor-way
Bussekspress (see Figure 1 and 2). The former is a marketing umbrella for various
operators, owned by the Norwegian State Railways (NSB). The brand Bus4You,
which is known in Sweden, too, belongs to Nettbus. Nor-way is another umbrella
company, partly owned by Nettbus. Small and medium enterprises (SMEs) in Norway
may enter the coach market under these umbrella brand names as operators.

5. Experience of the Visegrad countries

After the changes in 1990, many former Eastern Block countries had to face
difficulties in organizing and financing public transport services. Most of them found
unique solutions, but generally the long-distance coach market became more or less
liberalized, and kept their ridership, while the regional services suffered from
decreasing ridership and growing costs.

In the Visegrad countries the initial situation was very similar in 1990. Each
country had their bus and coach company groups, PKS in Poland, CSAD in Czech
Republic, and VOLAN in Hungary. The group of companies were divided according
to administrative boundaries, by voivodships in Poland and by counties in the other
two, however, some mergers and break-ups occurred. In Poland there were some 200
hundred PKS companies, while in Hungary 19 to 29 VOLAN companies.

5.1. Poland

Poland is a pioneer in trying various business models for operating bus and coach
services. Steps toward liberalization were taken in the early 90s. The PKS companies
had gone through various reform processes, including simplification of company
profiles, mergers, and privatization, and by the end some of them had gone bankrupt,
while some are still suffering and only a few may be considered safe and sound.
Poland was active in trying various business models for railway operation. “It was as
late as in 2007 that a first private carrier appeared on the market, with today's Arriva
RP providing services on behalf of Kujawsko-Pomorskie voivodship. Simultaneously,
local and regional governments became, not only organizers of rail transport, but also
owners of carriers” (Taylor—Ciechanski 2018)
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Figures 3, 4 and 5 A route map Polskibus, LUX Express, and PKS Express
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The first challenge PKS had to face right after deregulation was the emergence
of small private enterprises operating minibuses on regional and suburban lines, just
a few minutes ahead of the PKS service. “A great threat here is the unfair competition
engaged in as certain private carriers pick up passengers just prior to the due time of
arrival of a PKS bus” (Taylor—Ciechanski 2018)

On the coach market, first the National Express group launched a local brand
called Polski Express, but this company eventually gave up competing with PKS,
especially when PKS launched their own coach brand (PKS Express, see Figure 5).
Many years later, in 2011, the Stagecoach group discovered Poland as an appropriate
field to enter the market and launched the Polskibus brand, which survived for 7 years,
right until the strong expansion of Flixbus.

“Despite the observed increase in competition, the bulk of scheduled
passenger carriage continues to be done by PKS companies. Unfortunately, the future
of these PKS companies is not very bright, partly because strategy accepted is
concerned with survival, rather than development” (Taylor—Ciechanski 2018)

Besides (the former) Polskibus (Figure 3), there are other commercial bus
operators in Poland, such as LUX Express, Simple Express (Figure 4), etc., these
companies being based in the Baltic states.

Poland has a wide range of experience in regulating liberalized markets, and
there are many lessons learnt here. “Unfair competition appeared between private
carriers and the PKS companies, ensuring bankruptcy of some of the latter, and hence
also the transport-related exclusion of many areas, including even areas of relevance
to tourism. In many cases, it is also possible to observe a sort of aversion on the part
of local or regional authorities to support for public transport in their areas, or even
for its limitation. This is an attitude quite the opposite of the one observed in the
neighboring Czech Republic, for example” (Taylor—Ciechanski 2018)

5.2. The Czech Republic and Slovakia

After the division of the country, CSAD remained the main bus and coach operator
for the Czech part, and SAD was established for Slovakia. Some SAD companies
were privatized, and now belong to Arriva. There are more than 200 Public Service
Contracts in the Czech Republic for bus and coach services under PSO.

There is a private company which dominates the commercial coach market in
both countries. It was initially called Student Agency?, but since 2015 its name has
been RegioJet (Figure 6). The big yellow buses run mainly on domestic routes in the
Czech Republic, and as the liberalization process went through, also in Slovakia, but
they also operate many international lines. The buses provide luxury onboard services
and free drinks offered by an attendant.

! The company was founded and is still mainly owned by Radim Jancura. Their first money-maker
business activity transporting young Czech citizens (mainly students, hence the name) to Great Britain
for babysitting and au pair jobs. Later they opened other scheduled international routes, for example from
Prague to Budapest via Brno and Bratislava.
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The company is involved not only in the commercial coach operation, but also
in commercial (open access) rail services within the Czech Republic and to Slovakia
and Austria. Besides this, RegioJet operates rail services under PSO. The company
won the contract for the Bratislava-Komarno line in 2013, and further rural lines in
the Czech Republic from 2019. RegioJet is not just a brand-name or an umbrella, but
a real vehicle operator, owning many buses and rail cars. RegioJet organizes its coach
and railway timetable so that it feeds its own rail services by coaches and decreases
parallel coach services on those routes it starts to serve by rail. Basically, RegioJet
acts like a competent authority on the commercial long-distance market, therefore it
has a very special business model.

Figure 6 The route map of RegioJet coach (red) and rail (blue) services
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Source: regiojet.cz (2016)

LEO Express is another private Czech company which operates based on a
very similar business model that of RegioJet. The main difference is historical: LEO
Express was initiated as a commercial (open access) passenger railway operator,
between Prague and Ostrava, right after the opening of the Czech domestic railway
market in 2011. Later its network was extended by connecting feeder coach and bus
services. Moreover, the company operates feeder minibuses and airport shuttle
services, partly to feed its trains (Figure 7). Therefore, LEO Express also functions as
a long-distance transport organizer competent authority (should) do.

LEO Express is the train operating company which took over Locomore’s
German domestic open access train services. Locomore’s business model was
supposed to be a special kind of community funding, but it failed, and now it operates
under the brand name Flixtrain, in strong cooperation with Flixbus (green line on the
western side of Figure 7). LEO Express also cooperates with the Austrian open access
railway operator, Westbahn, (just like RegioJet does, it is the green line in Austria).
LEO Express operated coach services under its own brand name between Krakow and
Budapest for a few months in winter 2017, but currently LEO Express is represented
in Hungary only as a partner of Eurolines on the Budapest—Prague route. LEO Express
is a perfect example of a pioneering company which tries various business models
especially in the field of cooperation.
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Figure 7 The route map of LEO Express coach, bus and rail services
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6. The latest wave of liberalization

The recent changes in the Western-European domestic and international coach
markets significantly redrew the transportation map of Europe. The deregulation
process started in Germany in 2013, followed by France, Italy, Austria, and
Switzerland. These countries used to be known for protecting their railways from
competition, but recently the situation has completely changed.

6.1. Germany

Long-distance coach services in Germany used to be very limited. From 1934 to 2012
the law on public transport (Personenbeférderungsgesezt) basically prohibited the
operation of passenger coach services, with the intention to protect the railways from
competition. There were two main exceptions: some services from West-Berlin to
West Germany (operated by Berlin Linien Bus), and the Romantische Strasse line
connecting major tourist attractions.

From 2013, Germany raised the barriers and liberalized coach services, with
very few remaining constraints (no trips are allowed for short distances (less than 50
km), or for less than one hour if there is proper rail service.)
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Many new companies launched their services, and by 2016 the coach market
has reached its zenith at some 20 million carried passengers a year. Even 2 of the
big 5 British transport companies entered the market: National Express under the
brand City to City, and Stagecoach as Megabus. Other competitors worth
mentioning are ADAC Postbus, ALDI Reisen, DeinBus, and last, but not least,
MeinFernbus and Flixbus.

The then incumbent domestic operator, Berlin Linien Bus, and international
operators under the Eurolines umbrella had found themselves among many
challengers. In January 2015 MeinFernbus and Flixbus merged, keeping the name of
Flixbus and the green-and-orange color scheme of MeinFernbus, and they together
gained a dominant role in the German coach market. By the end of 2016 almost all
other competitors either ceased operation, or merged into Flixbus, which reached a
market share higher than 90%.

Flixbus started a very fast and aggressive international expansion, and these
days their green coaches serve almost all European countries. In 2017 the company
opened routes in the USA, too. Flixbus is not just opening new services, but also
integrates existing ones. Many former EurolinesUROLINES partners have joined
Flixbus, which offers a different business model.

The main point of the Flixbus business model is sharing risks between
operators (or as Flixbus calls them: bus partners) and the brand owner. Flixbus does
not operates buses or coaches itself. Flixbus behaves like a transport organizer
competent authority, selecting bus partners for services it plans, and does all the
marketing, sales, customer service activities, the role of bus partners being only to
operate the buses (Dunmore 2016). This is actually very similar to the business model
of National Express, or the Norwegian Nettbus and Nor-Way.

Flixbus has eaten up not only the main German domestic operators, but also
Polskibus, Swebus, and the whole Eurolines Romania operator group. There are
rumors that RegioJet is also on their menu.

6.2. France

Having observed developments in Germany, from August 2015 the French
government also decided to liberalize the domestic coach market. Flixbus is in fierce
competition in France with Ouibus (Figure 8), which was founded and owned (under
the name iDBus) by the French state railways, SNCF. In July 2016 the company
bought Starshipper (which was the alliance of French bus operating SMEs), hence the
competition on French domestic routes remained only between Flixbus and Ouibus,
(and some other, smaller brands, under the Eurolines umbrella). However, in
November 2018 Ouibus was purchased by BlaBlaCar, which is the main carsharing
platform in Western Europe with a French background. In exchange for the deal,
SNCF has some shares in BlaBlaCar. In March 2019 BlaBlaCar announced that it will
attack Flixbus on the German domestic market, too. Time will show whether Flixbus
may be beaten in its home playground.
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Figure 8 The destinations served by Ouibus
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The entry of BlaBlaCar to the coach market represents a very new business
model. For a carsharing company to enter the coach market, means that there has been
a shift in the classic competition theory. The battle is not between rail and coach (and
air), and not even between public transport and private car use, but rather between the
classic transport services and the new transport modes based on the new buzzwords
of digitalization, sharing economy, and the 4" industrial revolution.

7. Hungary — waiting for liberalization

Describing the Hungarian liberalized coach sector does not require much effort and
space, as this is basically non-existent. All scheduled coach services are under PSO, there
not being any commercial coach service in Hungary. However, in the near future,
significant changes may occur in this field, this is why the case of Hungary is discussed
in detail. One of the aims of this paper is to provide a general but detailed enough
overview of the Hungarian coach system, because there is hardly any reliable English
language source on this topic. To understand the special characteristics of Hungarian
transport policy, this chapter also takes a look also towards the Hungarian railway sector.
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According to Eurostat (2015), Hungary has the best modal split in the
European Union (Figure 9). Based on the data of passenger-kilometer, the share of
cars is around 80 per cent in the EU, while in Hungary it is around 67 per cent. In
Hungary people tend to use public transport much more than the EU average, and also
higher than the average of the 10 countries that joined the EU in 2004.

Figure 9 Modal split in EU countries

S >oieieieigig¥ixclegigieiongiplecioigle>eigielg el oA Tnle
© 5 2 5 3 =< T 8 @ O = C 53 c = o &g & oc e
=5 DS E 8T8 2 aBPicol2EgTESEEESF5TSR & 3 2 =)
o E 2822z 09 & m_h>\EDEE;§ELh§mt>t: T 0 5 =l
=1 < o0 2 o > J Qv = 0 w g c © 5 < [v] @
T & @ & o =) S E a e EZL= 8- = o
o« a g U ¥ £ 5 = ©
£ x o @ = =

o =} QJZ v
o a I} o«
G = i

o

Trains
Motor coaches, buse and trolley buses
. Passenger cars

(') Estimated or provisional data for most Member States (too numerous to be listed).

Source: Eurostat (2019) https://ec.europa.eu/eurostat/statistics-
explained/images/5/57/Modal_split_of passenger_transport_by country 2013.jpg

However, if one takes a look at the state of infrastructure, the vehicles and the
ticketing, the public transport system does not seem like one of the best in Europe.
Buses are 14 years old on average, infrastructure is worn out, except for the recently
built and renovated highways and railways. Trains are often late and not considered
tidy (EU 2018).

7.1. Legal framework

The Hungarian law on passenger services was enacted in 2012 and categorizes the
domestic services as local, suburban, regional and national. Local (urban) transport
services (within the city limits) are authorized and financed by each local government,
however, all others are run by the Ministry for Innovation and Technology (ITM).
This strict division between the urban and interurban authorities might disappear in
the near future.

There are hardly any private or commercial, open access operators in Hungary
for bus and rail. Almost all transport services are provided under PSO, i.e. operators
receive cost-compensation for those expenses which are not covered by income from
passengers.
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In the railway sector the public service contracts will expire in 2023, however,
in the case of bus and coach operators the contracts expire at the end of 2019, currently
the tendering process is ongoing. There are around 110 local (urban) PSO contracts,
which have various expiry dates.

7.2. The significance of railways in transport policy

The current Hungarian government continuously emphasizes the significance of
public - and especially railway - transport. The new law on passenger transport
services (which came to effect in 2012) provides priority for railway operations, “as
much as possible”. This unclear statement makes a perfect basis for justifying any
railway project. The share of railways in the current infrastructure development
programs is also very high. Railways are considered not as an economical issue but
as a social one. In 2014, less than 20% of the cost of passenger railway operation
was covered by passengers, Hungary is last on this list in the EU (European
Commission 2016).

Railways are important for policy makers not only for domestic reasons, the
development of international services is also an issue. There are millions of ethnic
Hungarians living on the other side of the country borders, and the provision of
adequate international public transport services for them is essential. The international
railway services are integrated into the domestic timetable and fare system, and until
the border station these operate under PSO., i.e. financed by taxpayer money. This
policy is somehow contradictory to current EU regulations.

7.3. Market players

There are 3 main train operating companies. The biggest is MAV-START, the
passenger transport subsidiary of Hungarian State Railways (MAV), carrying 137
million passengers a year, receiving an annual cost-compensation of HUF 144 billion
(EUR 500 million, 0.4% of GDP, 3.2 EUR/passenger, 6 EUR/passenger-kilometer).
There is another state-owned railway company, the ,,Gy6r-Sopron-Ebenfurthi Vastt”
(GYSEV, or Raaberbahn), which is a Hungarian-Austrian joint venture, operating 8
lines in western Hungary, carrying 10 million passengers. Another subsidiary of
MAV, MAV-HEV operates 4 independent suburban railway lines in the Budapest
area. These lines were taken over from the Budapest Transport Company (BKV) in
November 2016. One of these lines is within the city limits of Budapest. There are
some 20 narrow gauge forest railway lines with passenger services; however, these
mainly serve as tourist attractions, so these are not operating as a PSO. There is
currently no private passenger railway operator.

Regional buses and coaches had been operated for decades by 24 state owned
,VOLAN” companies, generally one (or two or three) company in each county. By
January 2015 these companies were merged into 7 regional bus operators (called
KKs), in preparation for the public tendering of services. The plan to further merging
the companies into one big bus operator was announced in March 2019.
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National, regional and suburban buses carry around 450 million passengers
per annum and receive a cost-compensation of around HUF 65 billion (EUR 208
million, 0.4 EUR/passenger). This amount is increasing year by year; however, until
2006 these companies were able to operate profitably. VOLAN companies also
operate the urban buses in some 70 towns, carrying another few hundred million
passengers. (Another 40 towns order local services from either small private operators
or from their own bus company.)

The biggest VOLAN company is the Budapest based VOLANBUSZ, which
operates suburban and regional buses around Budapest, and also many nationwide
highway coaches. VOLANBUSZ is the main international coach operator and had
been the Hungarian partner for Eurolines for decades, however, by 2019 most of its
international lines were operating under the brand Flixbus. There are also 4 small
private bus operators with public service contracts, 2 of them operating highway
coaches (once a day from Budapest to Nyiregyhdza and to Zalaegerszeg), the other
two operating 1-2 regional lines under PSO.

Some of the VOLAN companies have tendered out the operation of some
services to private firms (subcontractors). The maximum share of subcontracted
services is limited to 49% in their contracts; VOLANBUSZ had been the closest to
this threshold. By 2019 the share of subcontractors has been decreased to a just few
per cent after a change in the government policy.

Between June 2014 and November 2016 VOLANBUSZ operated 150 (blue)
buses in the Budapest suburban area as a subcontractor of the Centre for Budapest
Transport (BKK, the competent transport  authority for Budapest). In 2016 this
contract was transferred into a PSO as ordered by the Ministry (then NFM, now ITM).

Entry into the bus and coach market is very limited. Liberalization of the market
is yet to come, but it has low priority, mainly for the purpose of protecting railways from
competition, just like in Norway in the late 90s. However, a certain number of lines,
especially those considered to be parallel with subsidized railway services may be
liberalized, or, at least, financial compensation would be withdrawn. Recently small and
medium sized enterprises (SMESs) may enter the market as subcontractors. From 2020,
they may have a chance to win national or regional tenders, if any are announced.

7.4. Coverage, accessibility

The Hungarian public transport network is extended to all but 4 villages, 3145
settlements are served by regular bus services (while 5 others only have rail). The
timetable provides enough services for the vast majority of village residents to
commute to the nearby town to school, to work in typical work shifts or for shopping.

The frequency of the timetable on the main lines is usually attractive, and on
some suburban and interurban lines buses operate frequently and periodically, based
on the periodic, clock-face schedule, or as it is known, the “taktfahrplan-concept”.
However, in remote rural areas villages are served only few times a day, while in some
counties there are plenty of small villages where there is no bus service on Sundays,
or even on Saturdays.
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Figure 10 Diagonal long-distance (over 200 km) bus routes in Hungary. Not parallel
with railways.

Source: KTI Institute for Transport Sciences

Figure 11 The long-distance Budapest-originated rail (green, blue, red) and coach
(yellow) routes in Hungary. Hardly any seems to be parallel.
The wideness of the lines represent significance

Source: KTI Institute for Transport Sciences
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The coach network is also very extensive. Major towns and cities are directly
connected with each other, even if they are some hundred kilometers away from each
other. These diagonal coach routes are 150-300 kilometers long, and generally
connect communities which are not served well by rail. (Figure 10). Generally, very
few passengers travel all the way on these routes, as travel times are long, and coaches
stop in each village on route. That is why most long-distance services carry significant
number of short-distance passengers. These services are integrated into regional
service structures, and serve needs which cannot be met by rail services. These routes
cannot be considered as real long-distance routes rather “interconnected regional”
(“lancolt helykdzi”) services, and therefore could hardly be deregulated.

The capital Budapest may be accessed from all bigger towns, either by rail or
coach, or both (in very few cases, with reason). One of the main aims of the current
Hungarian public transport policy is to dedicate only one mode of transport for a
certain route as a public service, and in most cases it should be rail, as it is believed
to be the most efficient solution.

7.5. Urban and other public transportation services

There are around 110 towns and cities with local urban bus networks. Most of them
are operated by VOLAN companies, and — especially in small towns — by private
firms, under various circumstances. However, in 8 cities (Budapest, Miskolc,
Debrecen, Szeged, Pécs, Kaposvar, from 2018 in Tatabanya, and from 2019 in
Veszprém) the local buses (or even trams and trolleybuses) are operated by the
internal operator company of the local government. Each city has different financial
and operating models. Tariff alliances are non-existent; however, there are some
tickets or passes, which combine the regional and local trips, or are valid for both
operators in a city (e.g. in Szeged, urban passes are valid on buses operated by DAKK
(formerly TISZA VOLAN), and trams and trolleybuses operated by SZKT). In the
Budapest area the suburban commuter passes may also be combined with the
Budapest Pass (which covers the whole area of Budapest) since 2007, and hence
passengers enjoy some discounts comparing to those travelling around smaller towns.

Some ferry services also operate under PSO on the rivers Danube and Tisza,
but the share of waterborne services is very low. On Lake Balaton there are ferry and
ship services, the latter only during the summer season, for tourism. There is no
domestic air service.

7.6. Fare system

Fares in Hungary are distance based and slightly regressive. Fares used to have a small
annual hike; however, there has not been any fare hike since 2010. In 2007 the rail and
bus tariff level were unified in 2 steps, which meant a more than 30% increase in the
rail tariff, and some 5% for buses and coaches. The relatively small surcharge which is
applicable on InterCity trains (since 1991) was introduced on most highway buses in
2012. A minor surcharge for rapid trains — which was previously abolished in 1991 —
was reintroduced in 2013. The same year a 15, then in 2014 a further 10 (altogether
25) percent discount was introduced on 30 rural lines with low traffic volume.
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The railway company MAV-START used to apply discounted tickets on lines
parallel with highway buses, but it was almost completely abolished in 2013, and fares
were set to be equal on trains and buses. Pre-purchased seat reservation on trains costs
HUF 180 (EUR 0.6), however, for peak days (Friday and Sunday afternoons) and on
the day of purchaseit costs HUF 300 (EUR 0.9).

Passengers pay only a very low percentage of the cost of operating the
railway. The rest is paid either by the employer (in the case of commuter passes), or
by the fare adjustment (SZMT) by the government (in case of the socio-political
discounts), and the remaining part is covered by public service compensation.
Commuter monthly pass holders are entitled to 86% compensation from their
employer by law; however, some employers are reluctant to do so. Students (and many
other groups like the handicapped or those with lower income) enjoy a 50% discount
on the basic fare. The remaining 50% used to be covered as a social expenditure,
however, nowadays it appears partly in the form of public service compensation.
Pensioners may travel with 90% discounts (i.e. pay only 10% of the ticket price), and
passengers over 65 (and under 6) years old may travel free, including EU citizens,
however the surcharges must be paid.

7.7. Integrated Periodic Timetable (ITF)

The integrated and supply-oriented periodic timetable, also known as the ‘taktfahrplan
concept’ (or Integrierter Taktfahrplan, ITF) is a special method of transportation
network and timetable planning, which is based on the belief that increasing frequency
and providing good connections (repeated every hour) is the key to attracting
passengers. The Swiss transport system is fully based on this concept, and many other
countries utilize this method. The philosophy behind the theory is that the income
from new passengers would exceed the cost increase arising from the extended supply
of trains (and buses).

ITF-based timetable was first introduced in 2004 on the Budapest-Vac-Szob
suburban railway line and its sidings. In 2006 the taktfahrplan concept was extended
onto most main railway lines in Eastern Hungary, then in the South East, and finally
by 2009 on the Transdanubian (western) main lines. In 2009 the whole bus system in
the western suburb of Budapest was adjusted to the new railway system, also based on
the taktfahrplan concept. On the suburban railway lines around Budapest the increased
frequency and the introduction of rapid train services attracted many new passengers,
however, on non-Budapest lines the taktfahrplan has not been such a success story.

When promoting the idea of ITF, the main purpose was increasing ridership
and income. In the last 30 years the number of train services from Budapest to the
bigger towns have been doubled or tripled (with very few exceptions), based on the
taktfahrplan concept. These extra services helped to improve the accessibility of rail
services and contributed to stabilizing passenger numbers; however, the average
distance of a rail trip has been decreasing sharply. Hence, implementing ITF could
not turn back the process of losing long-distance rail passengers, however, it could
attract passengers mainly on suburban routes.
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7.8. Railway closures, reopening, and the 2012 passenger service supply reform

Hungary has a vast railway network; however, many lines were closed in the 70s. In
2007 and 2009, passenger railway operations were suspended on another 14 and 25
lines, 662 and 826 kilometers, respectively (before 2007 the route length was 7700
km). The new government elected in 2010 decided to reopen 11 lines (356 km), but
later in 2012 the number of train services on most of these lines was cut to 2 per day
per direction. Also, in April 2012, most or all highway bus services from Budapest to
the following cities were cancelled: Gydr, Sopron, Szombathely, Szeged, Miskolc and
Nyiregyhaza. These lines were considered to be parallel with rail services. On 15,
April 2012, altogether 450 train and coach services were deleted from the timetable.
The future of PSO highway coaches is unclear. There is a wide spread opinion that
long-distance coach services which may be considered more or less parallel with good
quality railway services should be cancelled. The less drastic view is that these should
be transformed from PSO to commercial services.

Here is the point where the international and the Hungarian parts of this paper
come together, and the following question arises:

7.9. Could a commercial coach service - as a new business model - survive in Hungary?

Taking into consideration the characteristics of the Hungarian passenger service
market, the outlook is not rosy. First of all, there is some over-supply in the market of
long-distance trains, the typical ridership of an InterCity train is around 50-60
passengers. This is a very low number for a train but would perfectly fill a coach.
Would these passengers choose a coach instead of a train? Maybe if an hourly PSO
train were replaced partly by a commercial coach, let us say, every second hour. By
this solution, PSO compensation could also be dropped, however, it would contradict
railway-oriented government policy.

Second, operators of PSO services are entitled to receive fare adjustment? for
each passenger travelling with a socio-political discount. How would this be handled
in the case of a commercial operator? In the Czech Republic commercial coach and
open access rail operators receive a fare subsidy. If in Hungary a commercial operator
had to cover its costs only from ticket income, it could hardly survive, especially
because students travelling on 90% discounted monthly passes would not use the
services. However, if a commercial operator were entitled to receive fare adjustment,
there would have to be very strict control and a transparent ticketing system.

Third, if there were competition between PSO and commercial services, the
PSO operators would have the chance to respond to the challenge, e.g. by decreasing
their fares, or improving frequency, quality of cars, etc. As the financial losses of PSO
operators have to be compensated by law, there is not much risk for them. For

2 “szocialpolitikai menetdijtimogatas”, or SZMT is a 50, 90 or 100% fare adjustment, which is paid by

the Ministry of Finance based on the volume of discounted tickets sold to students, pensioners, the
disabled, etc. It amounts to around HUF 90 billion per year.
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commercial operators, entering a price war is riskier, and in the end, both of them may
lose income, however, passengers could benefit.

Entering such a market is rather risky, especially if there is competition with
state owned and state financed companies. However, there are good opportunities to
test the market. Allowing cabotage, i.e. domestic travel on international coach
services, may help understand market forces and the behavior of the players and
passengers without risking state funds.

In conclusion, one may say that the attractiveness of the Hungarian public
transport system is based on its good geographic and time-coverage and its relative
cheapness for users. The implementation of the periodic timetable (taktfahrplan)
offers a frequency which is greater than necessary. The wide range of discounts allows
very cheap (or even free) rides for a significant number of residents. Commuter passes
may be considered an extra perk from the employer, and with frequent suburban
services — even on weekends — these passes offer great mobility to their holders. Such
a service level makes living without cars possible for many citizens, and even families
do not feel the need for a second car. Entering this fully PSO market on a commercial
basis is therefore at least risky.

8. Conclusion

In most European countries long distance coach services are now liberalized and
commercial, and hardly any PSO remains. After deregulation, these markets started
to grow for a while, but soon reached a new equilibrium. Various kinds of new
business models emerged, which use modern technology for sales, customer services,
and data analysis, and there is a wide range of cooperation between the new entrants
to the market.

Coach liberalization did not have a negative effect on railway ridership, rather
motivated train operating companies to improve their services.

Operators and brand names must be distinguished. Some brands on the
commercial markets do not even operate vehicles, they behave like a competent
transport authority, selecting operators for the planned services. Other brands also
behave like mobility managers, when they harmonize their timetable so that their
buses and trains connect with each other.

In Hungary coach liberalization is yet to happen. There are fears that a
liberalized coach market would harm the income of railways, but this has not been the
case in countries where liberalization went through. Hungarian railways have the
worst cost coverage ratio in the EU, meaning there is not much income to lose. On the
other hand, there is probably not enough passenger income to launch a commercial
coach service either, especially because many passengers are entitled to travel on
subsidized fares on services under PSO. The rising car sharing solutions seem to be a
more dangerous challenge for railways than coach liberalization. In France and in
Germany, a brand-new business model is emerging: a car sharing company that
operates, or at least, organizes coaches. Time will show whether this model is the
future of commercial public transport.
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Promotion of an Industry: Trends and Expectations of Digital

Transformation in the Hungarian Business Services Sector
Rébert Marciniak — Péter Moricz — Maté Baksa

In this paper, we explore the current trends of and future expectations for digital
transformation projects in Business Service Centres (BSCs) in Hungary. We carried out fifteen
interviews with senior technology experts and executives in three Hungarian based BSCs of
multinational parent companies to examine individual transformation projects. We also used
quantitative data from large-scale surveys on the sector to get an overview of general
practices. We reviewed the use of advanced technologies like robotic process automation,
predictive analytics, chatbots, and artificial intelligence. We found that BSCs had mostly The
consequences automated massively repeated processes and that this automation had liberated
employees for more creative tasks. of this transition are threefold: (1) BSCs can reinforce their
position as business partners of their global parents, (2) creative assignments are more
attractive for prospective and current employees in a labour market characterized by a
shortage of suitable personnel, (3) employees usually do not fear the possibility of job loss due
to automation and digital transformation.

Keywords: service sector, business service centers, digital transformation, robotic process
automation

1. Introduction

The expected effects of the 4th Industrial Revolution have been attracting increasing
attention from researchers in economics, sociology, and organization studies. A critical
combination of information technology, biotechnology, and robotics seems to be the
most important driving force for the revolutionary changes around and ahead of us.
Although not implied as such by the umbrella term ‘Industry 4.0°, digital
transformation and automation are also substantial sources of competitive advantage
for companies in the service sector. As the business service industry employs more
than 50,000 people in Hungary and provides 1.2% of national GDP and 1.6% of exports
alone, it is considered significant for the national economy (Drétos et al. 2018).
Therefore, digital transformation in the industry and its effects on competitiveness and
labour market trends require further examination.

With our research, we set out to explore current tendencies and future
expectations for digital transformation in Business Service Centres (BSCs) in
Hungary. To accomplish that, we investigated the following questions. Which
advanced technologies are the most prevalent in BSCs? What are the motivations for
and expected gains from automation? How do digitalization and automation affect
their strategic positions? What tasks and processes get automated most frequently?
What is the general attitude of employees towards automation? How do managers of
BSCs attempt to shape and influence employee attitudes?
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To answer our research questions and give a comprehensive understanding of
the subject, we pursue the following line of thought. First, we propose a theoretical
framework for digital transformation in BSCs, ‘Business Services 4.0’. In this
framework, we encapsulate the challenges and solutions offered by digital
technologies in BSCs as well as indications of how these affect corporate strategies
and development projects. We then present the overall trends of automation and
digitalization in the business service industry in Hungary. Analysed data was collected
in cooperation with the Hungarian Service and Outsourcing Association (HOA) and
the Hungarian Investment Promotion Agency (HIPA). Next, we present the results of
our interviews carried out in three different BSCs based in Hungary. Finally, we
summarize our conclusions and propose directions for further research.

2. Theoretical framework

Due to their significance in the global supply chains of multinational companies, an
increasing number of researchers are investigating the operation and strategy of BSCs.
Digitalization and automation also have their stream of literature, with numerous
management, information systems, and information technology journals dedicated
solely to these subjects. Therefore, to understand the context of a Business Services
4.0 framework, we first give an overview of essential concepts related to the business
services industry and digital transformation.

2.1. Concepts of business services and digital transformation

Business services are services that are primarily consumed by organizations. Based on
input, outcome, and added value, we can establish two major categories for them:
knowledge-intensive and operational services (McKinsey Global Institute 2017a). The
former category includes functions such as accounting, corporate finance, research and
development, and other professional services, while the latter comprises activities like
facility management, temporary employment services, and contract staffing.

Corporations that provide business services are called Business Service
Centres. BSCs are either independent of their client companies concerning ownership
and management (i.e., outsourcing), or they are affiliates of a corporate group. In the
latter case, they provide various activities and processes for other companies in the
group. Their performance is usually assessed based on their output and efficiency, and
measured by comparison to market prices.

The business services sector in Hungary has been growing steadily over the
last decade, both in times of crisis and prosperity. It employs an increasing number of
people, most of whom hold a college degree (Drétos et al. 2018). As 48% of BSCs
have been present in Hungary for more than 11 years, and another 20% of them
present for 7-10 years, the sector is considered to be mature. Due to automation
(Lacity—Willcocks 2015b) and the appearance of advanced technologies, the whole
industry seems to be moving towards higher added value creation and a more
sophisticated business model.
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Although neither automation nor digitalization is a new concept or
phenomenon in business organizations, their volume and effect have become so
significant that we can call it a new wave of digital transformation (Demeter et al.
2019, Losonci et al. 2019, Nagy 2019). In most manufacturing companies, automation
preceded digitalization (e.g., assembly lines in Ford’s factories). In BSCs, however,
we see a reversed order: companies usually digitalize their processes first (by using
document management and workflow systems) and automatize them later.

Digital transformation broadly refers to a change of organizational strategies,
structures, processes, and business models in which digital contents and advanced
technologies play a crucial role (Fiizes et al. 2018, Hortovanyi—Vilmanyi 2018).
Through this, companies strive to advance their adaptability and agility to keep or
acquire a competitive advantage. Digital technologies now appear in every business
function, changing the ways of operation and the means of value creation (Horvath—
Szabo 2017).

According to Sebastian et al. (2017), digital strategy, the carrier of digital
transformation may be understood as ““a business strategy, inspired by the capabilities
of powerful, readily accessible technologies (like SMACIT), intent on delivering
unique, integrated business capabilities in ways that are responsive to constantly
changing market conditions”. They use a strategic management perspective and focus
on organizational capabilities to emphasize the urgent need to adapt to an ever-
changing competitive environment.

Digital transformation does not mean solving old problems with new
technology: it may instead be understood as re-thinking old problems while considering
novel possibilities (Andriole 2017). Even though the tools of technology are essential,
it is the capability of their innovative use and combination that may result in lasting
competitive advantage. In this way, digital transformation is the rethinking and renewal
of the organization itself, and thus might not be implemented without the transformation
of the human workforce (Eden et al. 2019, EI-Khoury 2017).

Digital transformation in the business services industry can be understood as
a series of different stages and steps: (1) digitization, (2) digitalization, (3)
automation, and (4) robotization. Digitization means a transformation from physically
extant (i.e., hand-written or printed) documents to digital contents (Bhimani and
Willcocks 2014). This step leads to digitalization, which is the application of various
technologies (e.g., workflow systems) to exploit possible gains from electronic
management and operation of processes (Drétos et al. 2018). Once processes are
modelled and operated digitally, they can be automated. Automation permits
decreasing the level of human interaction required for process completion (A.T.
Kearney Inc. 2017, Everest Global Inc. 2014, Winroth et al. 2007). Robotization
explicitly refers to the application of technologies that can substitute for the human
workforce (Kukreja, 2016, Lacity—Willcocks 2015a, Unger et al. 2018). These
technologies are primarily either physical, or software robots that specialize in
specific tasks and functions otherwise carried out by humans. Robotic technology is
generally based on machine learning, cognitive systems, and different kinds of
artificial intelligence.
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2.2. Business Services 4.0 framework

After explaining the key concepts of business services and digital transformation, we
present the Business Services 4.0 framework. Based on the idea of Industry 4.0 (Nagy
2019, Szabo et al. 2019), Business Services 4.0 refers to the complex phenomena of
how advanced technologies appear in the service sector, change and reshape business
models, processes, and overall corporate practice (Keller 2017). We have summarized
the concept of Business Services 4.0 and its main elements in Figure 1.

Our units of analysis are Business Service Centres that are affected by both
the competitive environment (other players in the industry) and the most recent
technological trends. These inputs might change strategic directions otherwise
suggested by their parent companies. Development projects are initiated based on
strategic goals. These projects use various pieces of advanced technology to create
organizational solutions that will eventually alter everyday practice.

Figure 1 Business Services 4.0 framework

Business Services Industry

Business Service Centre

\ 4

| Solution2 | g Solution3 |

Source: authors' compilation

Digitalization and automation are not entirely new phenomena in the service
sector (Chui et al. 2015, Héder 2014). Scripts and macros were used in different
software environments to replace frequent routine tasks. These solutions, however,
are limited in use. First, they cannot or can only partially cross software boundaries
(e.g., MS Excel). Second, they can only use structured databases for computing. Third,
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they do not support end-to-end work processes as workflow systems do. Nowadays,
robotic process automation (RPA) is the most widespread automation technology
(Unger et al., 2018). It has already surpassed its predecessors as it can traverse its
software environment, and use semi-structured databases for computing (Kukreja
2016). Robotic process automation technology encompasses software that is ready to
support whole working processes and minimize human activity at each step.

Currently, cognitive automation (Davenport and Kirby 2015) represents the
highest level of process automation. Armed with learning algorithms, it carries some
aspects of artificial intelligence (Al). Cognitive automation can also process data from
unstructured databases (McKinsey Global Institute 2017b). Chatbots, accessible and
quite prevalent pieces of automation technology, make use of cognitive automation, for
instance. Thanks to natural language processing, chatbots can translate spontaneously
sentenced questions to queries of data. These questions can then be answered based on
a database that is expanding continuously based on the questions asked.

Other technologies that we investigated in the Business Services 4.0
framework include enterprise resource planning (ERP) systems, business intelligence
(BI) solutions, enterprise social media software, Big Data, and data mining. We also
asked for data on the use of predictive analytics (PA), data privacy and security,
simulations, service-oriented architecture, cloud computing, virtual or augmented
reality, and machine to machine (M2M) systems. We found that amongst these
technologies, ERP systems were the most widespread in the business services
industry, although, many current and future development projects had aimed to
implement workflow systems, RPA, and cognitive computing.

3. Methods

To explore digital transformation in the business services industry, we carried out a
large-scale survey and several interviews with senior automation professionals and
executives of BSCs. By doing so, we attempted to get an overall understanding of the
industry, as well as to gain insight into motives, risks, and gains related to actual
development projects. We present the process of data collection in both research
phases below.

Data for our large-scale survey were collected in cooperation with the
Hungarian Service and Outsourcing Association (HOA) and the Hungarian Investment
Promotion Agency (HIPA). For the survey, all 110 companies operating in the business
services industry in Hungary were asked to fill out a questionnaire focusing on general
information, strategies and processes, employees, and technology. Seventy-one
companies sent back their responses, which means a 64.5% coverage based on their
absolute number and an 82.5% coverage based on total employee number (representing
approximately 41,200 employees). Data for the survey was collected in autumn 2018.
In some cases, responses can be compared with data from 2017 as a somewhat different
version of the survey had been carried out in the previous year as well, however, with
a lower level of coverage (60% based on the number of employees).



50 Robert Marciniak — Péter Moricz — Maté Baksa

As most BSCs are located in Budapest this proportion was also apparent in
our sample: approximately 80% of employees worked in the capital, while the others
were located in Tier 2 cities (primarily in Debrecen, Székesfehérvar, Szeged, and
Pécs). The parent companies of our respondents operate in various industries ranging
from manufacturing (24%), through business services (15%) and telecommunications
(10%), to energy (8%), IT (7%), and others. Further, most of our information
providers perform other activities besides business services: other service activities
(43%) or other manufacturing activities (21%).

Our survey sample appropriately covers the industry and adequately
represents the population regarding the dimensions mentioned above. Therefore, our
data can be used to describe general trends in the industry as well as cast light on
similarities and commonalities among BSCs. Responses for some questions can be
compared to those in the previous years as similar surveys had been carried out before
with a slightly different focus and fewer respondents.

We carried out our interviews in three BSCs located in Budapest and
Székesfehérvar. The companies were intentionally chosen according to the following
criteria: variance in location, variance in the industry of parent company
(manufacturing, IT), variance in the number of employees, and variance in technology
adaptation strategy. In each case, we applied to managers of the companies with a
request to support our research. Either they or their selected colleagues (senior
professionals responsible for digitalization and automation projects) were then
interviewed. The interviews usually took 1-1.5 hours and were semi-structured. We
prepared a line of questions in advance, but as our main objective was to explore the
corporate practice and learn about development projects, we sometimes deviated from
the original items.

Table 1 Organizational function and affiliation of interviewees

Code Organizational function Company code
1 Managing Director A
2 HR Services (external) A
3 Procurement A
4 Q2C (Sales Support) A
5 Chief Information Officer A
6 Indirect Tax A
7 Accounts Payable A
8 HR Transformation (internal) A
9 Automation Team Lead B
10  Global Compliance Lead B
12 Security Lead C
13 Expert Architect C
14 10T Portfolio Unit Lead C
15 Managing Director C

Source: authors' compilation
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Table 1 shows a list of interviewees together with their organizational
function and affiliation. Our fifteen interviewees are from three different companies
(A, B, and C). Company A is in the information technology and services industry. It
has its headquarters in Budapest and employs approximately 2,300 people. Company
A has a global parent company with hundreds of thousands of workers worldwide.
Company B operates in the manufacturing industry. Located in Székesfehérvar, it has
about 500 employees. Its parent company is a global one, with a strong presence in
Europe. Company C is also invested in information technology and services. It
employs over 4,500 people at its Budapest headquarters. Company C is a subsidiary
of a European multinational company with strong market interests in Hungary.

Each interview took between 1-1.5 hours. On some occasions, multiple
interviewees were questioned at a time. All interviews were carried out by two or all
three of us present. Notes and audio recordings were taken with the previously given
consent of the interviewees. Recordings were transcribed by a research assistant and
then reviewed and verified by senior researchers. Interview transcriptions were re-
read several times during the research process to identify common themes and
patterns.

4. Results

In this section of our paper, we first present the results of our large-scale survey; then
we summarize the main messages and characteristic messages of the interviews. In
the latter part, we give examples of specific development and digital transformation
projects as well as meaningful citations from our interviewees.

4.1. Survey results

Technology has always played a significant role in the value creation of business
services companies, but in the past few years, it became a key driver of growth and
business development. An increasing number of BSCs have already implemented
automation technologies, and even more of them are planning to do so. The operation
of BSCs is becoming more streamlined than ever before: routine tasks are
accomplished on a large scale with extreme efficiency. Automation of everyday tasks
and use of integrated enterprise resource planning systems liberate the workforce for
positions with higher added value.

Perhaps the most prevalent digitalization technology in the business services
industry is enterprise resource planning (ERP). In 2018, 56% of our respondents
claimed that they used a company-wide integrated ERP system, which is a 10-
percentage point increase compared to the previous year. The most preferred ERP
system providers are SAP and Oracle. However, more than one-fifth of BSCs, who
use ERP, implemented their own developments (Figure 2).
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Figure 2 Prevalent providers according to ERP system users — multiple choice
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Source: authors' compilation based on survey responses

As BSCs deal with an extreme number of transactions, process automation
seems a substantial means of reducing costs and lead time, while simultaneously
increasing accuracy. Before automating specific processes or process steps, these should
first be optimized or even re-designed to avoid any possible loss due to inadequate
organization. Even so, it is usually difficult to fully automate processes that require data
from different systems or that include non-routine elements. Thus, typically, human
agents are kept to oversee, control, and connect separate process steps.

In the case of robotic process automation (RPA), however, software robots can
completely substitute human agents in the entire process. Consequently, RPA proves to
be even more beneficial in increasing efficiency and preventing errors. The main
barriers against placing software robots in most administrative procedures remain their
relatively high price as well as their need for thorough training and testing.

From the survey results, it becomes apparent that the motivations for and
expected gains thanks to process automation and robotic process automation outweigh
most objections. Considering possible cost savings on average due to automation
technologies, most respondents (39%) expect 11-20% in savings (see Figure 3).
Approximately the same proportion (30 and 27%) of respondents are somewhat more
or somewhat less optimistic, expecting 0-10 and 21-30% of average cost savings.
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Figure 3 Expected cost savings on average in the next two years due to the use of
automation technologies
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Source: authors' compilation based on survey responses

Figure 4 Expected FTE replacement by one robotic unit on average
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Regarding savings as full-time equivalents (FTES) our respondents seem to
be equally hopeful (see Figure 4). Although approximately half of them think that
software robots may replace 0-2 FTEs per unit, half of them believe that 2.5 or more
FTEs might be replaced. According to the most optimistic BSCs (16% of
respondents), even 4.5 or more FTEs will be taken over by RPA technology.
Differences in expectations might be due to divergent experiences during the testing
phase and previous implementations, or as to dissimilarities in the properties of
affected processes.

In 2018, 24 out of 71 BSCs responding to our survey claimed that they had
already implemented RPA technology and had software robots in place or under
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development. This meant an advance both in the number of companies using RPA and
in the number of robots in place compared to 2017. In Figure 5, it can be seen that
those players who formerly had had 1-10 software robots assigned to various processes,
now moved for new implementations and are currently developing an increased number
of new robots. Two BSCs (9% of respondents using RPA technology) plans to apply
more than 100 new software robots in automated processes soon.

Figure 5 Number of software robots in place and under development in 2017-2018
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According to our respondents, the four most frequently mentioned criteria
for selecting an automation technology vendor were (a) security and reliability
(73%), (b) possibility of integration into extant IT environment (62%), (c) overall
ease of implementation (62%), and (d) availability of global support. Concerning
these criteria, among others, BSCs predominantly chose BluePrism, UlPath, and
Automation Anywhere as automation technology vendors.
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In most cases (38%) RPA is run in the cloud on own servers or premise-
servers (28%). If using RPA solutions, most BSCs have 1-5 (35%) or 6-10 (35%)
processes in scope. However, there is a committed segment (15%) who have over 51
processes currently automated by RPA.

Enhancing effectivity and efficiency, as well as cost savings, are the most
important benefits of using RPA technology in BSCs. Apart from these, however,
other expected advantages emerge: the amelioration of service levels (like zero error,
better compliance, and all-time availability) as well as the relieving end to repetitive
work, and because of this, a better work-life balance (see Figure 6).

Figure 6 Most important effects and benefits of using RPA in BSCs — multiple choice
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Reducing the proportion of repetitive tasks in employee workload might be
the main argument why most employees have an overall positive attitude towards
automation. According to corporate respondents, 87% of them do not experience
human resistance against developing and implementing automation tools within their
organizations. Individual employees were also asked about their viewpoint: according
to 566 employees from various BSCs, only 2% of them claimed that software robots
would completely take over their jobs. A further 47% believed that parts of their jobs
would be carried out by robots, while 42% of them thought that their current jobs
would not be affected by RPA (the remaining 9% did not know or did not answer).

While this degree of optimism concerning the indispensability of the human
workforce in various jobs seems to be precipitant, it certainly signals that managers
of BSCs have been able to convince their employees. Reasons for this and the main
arguments of official communication on automation will be presented in the next
section of this paper, based on interview results.
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4.2. Interview results

In this section, we present specific automation projects implemented in the three
organizations in which we interviewed managers and automation experts. We also
introduce common patterns regarding motivations of automation, its effects on
corporate strategy, and official communication.

During the interviews, our general observation was that managers certainly
embrace the idea of automation. As Interviewee 10 from Company B pointed out:
“Being a service centre, our performance is measured by cost levels and the volume
of tasks accomplished. We are expected to take over further activities from the core
business areas while keeping the same cost levels. That would be impossible without
automation and robotization.” Other interviewees agreed, claiming that global
management either articulates specific development requirements or declares savings
targets. Company A, for instance, globally sets a so-called “annual challenge” every
year, which means on average a 10% savings target to accomplish. As Company A is
a market leader in multiple product lines, these challenges prevent it from getting too
comfortable. Continuous improvements in efficiency are needed to match these
requirements. Thus, in many cases, managers of BSCs face a dual challenge of
successfully reducing process costs while taking over more and more tasks, and
simultaneously maintaining quality standards.

Interviewee 9 from Company B said that when agreeing on taking over new
tasks from business lines of the corporate group, they attempt to design possible
automatization of them. “What you cannot automate; you should not take over.”
Interviewee 9 added that business needs to lead the automation processes, while IT
merely attempts to catch up with. “IT systems in the company are very fragmented. The
IT department is understaffed and struggles to integrate new applications in legacy
systems as well as to lead new development projects. So, it is up to us to choose vendors
and implement changes. However, when we are done, they want to take control.”

As Company A and C operate in the information technology and services
industry, IT departments not only provide functional support but co-create their main
products. Thus, automation and robotization projects get more support and can even
rely on their own IT solutions if available.

Company A, perhaps the most mature in the digital transformation of the three
BSCs examined, is involved in dozens of more significant and hundreds of smaller
automation projects. Project size is based on investment and workforce need: a project
that requires 200-1,000 workhours is considered small, while a project that needs
1,000-5,000 are medium, and 5,000-20,000 are large. A smaller project had been the
implementation of a chatbot that could answer questions related to the company’s new
travel system. After opening the new systems, employees got video and written
learning material on how to use it. Much of the time, however, they did not put effort
into processing these materials and preferred to ask IT-colleagues instead. Thus, they
put a chatbot in use with natural language recognition that can understand human
speech as well as written questions, translate them to data queries and answer
accordingly. As the database behind the language interface of the chatbot was
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expanding with every new question, at some point, it grew capable of giving very
accurate answers — saving time for IT personnel.

Another exciting project was their implementation of RPA technology in
procurement requests to procurement order in Company A. Two types of procurement
orders are classified as “hands-on” or “hands-free”. The first one refers to orders that
are unprecedented or for some other reasons should be negotiated with the provider,
while the latter one refers to orders with a previously accepted general contract with
the supplier. Hands-free procurements had already been automated for some time, but
hands-on procurements required much human workforce to complete. Thus, RPA
technology was introduced in case of hands-on purchases. Two software robots were
needed for the process from end to end. The first one filled out a procurement order
creation form after gathering data on same or similar orders for the same product,
country, and supplier. The second one scanned the contract database, categorized
suitable partners, and pulled data to PO form to complete it. Eventually, human
interaction is still needed to approve orders. Robots would likely be able to do that as
well, but as Interviewee 3 explained, special certificates would be needed for that, as
decision-making and financial responsibility of robots is still a complicated legal issue.

According to our interviewees, other technologies like blockchains, cognitive
systems, and artificial intelligence are also on the horizon but are still too expensive,
unreliable, and under-studied for them to implement in the short term. As Interviewee
15 from Company C pointed out: “We have dreams to accomplish, but very few
industries have the required capital in Hungary or in the countries our parent
companies operate in. However, what is dreamable will soon be doable.”

Until then, it seems that BSCs will continue to re-organize, automatize, and
then robotize routine (and eventually non-routine) processes. Managers of BSCs,
however, manage to frame these changes as a relief for employees who will be less
loaded with monotonous tasks and will gain time for more creative and challenging
activities. They have a good reason to think so: the number of tasks that business lines
are willing to hand over to them seems to be almost infinite. So, they are confident
that robots will not completely replace their employees.

Official communication on automation projects and digital transformation is
also capitalizing on the argument that the human workforce will be liberated from
routine tasks that will let them do more meaningful and more gratifying jobs. As
Interviewee 3 mentioned, it might be the case that a particular employee is not suitable
for tasks requiring higher levels of creativity and problem-solving. He underlined,
however, that it is their very conscious decision not to dismiss anybody because of
automation — as it would cast shadows on further development. If a department
acquires a workforce surplus, they order a hiring freeze and “natural fluctuation
generally solves the problems in a few months”.

According to Interviewee 1, 10, and 15, senior managers of their companies,
the automation of routine tasks will not only put employees in better positions but will
promote the industry itself. As BSCs are carrying out tasks with increasing added
value and a growing need for creativity, they can position themselves as business
partners rather than mere suppliers in the global supply chain of their corporate
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groups. This may result in an increasing number of BSC managers receiving seats on
the board of parent companies, better-negotiating positions, and greater prospects of
future growth. As the business services sector is already a significant and steadily
growing industry in Hungary, increased value creation of BSCs might have an overall
beneficial effect on the economy: growing exports and tax revenues, as well as higher
salaries, seem to be achievable targets.

5. Conclusions

In our paper, we analyzed the current trends of digital transformation projects in BSCs
operating in Hungary. We introduced our theoretical framework for Business Services
4.0, a concept encapsulating the interrelation of technology, strategy, and organization
in Business Service Centers (BSCs). We presented the overall picture of the industry
based on quantitative data from large-scale surveys. We also presented the results of
fifteen interviews with senior technology experts and executives carried out at three
Hungarian based BSCs of multinational parent companies to examine individual
transformation projects. We reviewed the use of advanced technologies like robotic
process automation, predictive analytics, chatbots, and artificial intelligence.

We found that BSCs had mostly automated massively repetitive processes and
that this automation had liberated employees for more creative tasks. Based on general
trends and expert opinions, we argue that the consequences of this transition are
threefold. (1) BSCs can reinforce their position as business partners of their global
parents. This not only puts employees in a better position but opens the way to
promote the whole industry. As business services is already a significant sector in the
Hungarian economy, we argue that further economic benefits might arise from the
digital transformation of the industry.

(2) Creative tasks are more attractive for prospective and current employees
in a labor market characterized by a shortage of suitable personnel. As the business
services sector is steadily growing, its need for more employees means a constant
challenge for hiring. BSCs have already absorbed their prime targets from the labor
market (young college graduates with excellent language skills); they will probably
compete with other sectors for the workforce. Creative and meaningful jobs will likely
be a key message when re-thinking their employer brands.

(3) Employees usually do not fear the possibility of job loss due to automation
and digital transformation. Based on our research, this self-confidence is often well-
grounded, although, in certain individual cases, employees will probably need to be
re-educated. Considering all the possible gains and losses, we argue that the digital
transformation of the business services industry is expected to have an overall positive
effect on both organizational and national levels.

Based on the findings of our survey and interviews, we found that multiple
arguments of previous research are also correct in the case of Hungarian BSCs. We
observed that technological tools and solutions that are usually regarded as the leading
force of Industry 4.0 (Bhimani and Willcocks 2014, Kukreja 2016), are also present
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in many BSCs. Similar to other research cited in our study, we found that digital
transformation happens through different stages that are built upon each other. With
our study, we also reinforced arguments (Eden et al. 2019, El-Khoury 2017) that the
digital transformation of companies requires the transformation of the workforce.
More creative and more knowledge-intense jobs can only be done by competent and
educated employees who can learn and adapt. As BSCs traditionally employ college
graduates, this is easier for them — as confirmed by our survey.
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Testing the importance of 4th Industrial Revolution characteristics
in the Hungarian environment

Comparison of SMEs’ and Business students’ perception

Eszter Megyeri — Gabriella Tabajdi

The 4™ Industrial Revolution, or IR 4.0 for short, is being embraced by academics and
practitioners alike. However, business readiness to meet the changes of the 21%t century shows
us a very diverse landscape. The most responsive players are progressive companies who must
deliver a new way of thinking, creating, and operating to stay competitive. In our research we
chose to analyse the perception of these developments from the point of view of Hungarian
small and medium-sized companies, and students, who are likely to generate the next new
waves of innovation, technology orientation, and value creation. We approached Hungarian
SMEs who are involved in and impacted by IR 4.0 challenges to analyse their understanding
and ranking of the literature-driven characteristics of the 4™ Industrial Revolution. In our
study, we want to understand how Hungarian business students — soon to be employees and
future entrepreneurs — perceive the pressure of IR 4.0 developments. Our aim was to identify
links, dependencies, and gaps between Hungarian SMEs and business students who together
will conjointly create new industrial opportunities.

Keywords: industrial revolution 4.0 characteristics, SMEs, entrepreneurship

1. Introduction

In today’s turbulent environment, there is an increasing expectation on higher
education to contribute to the development of competitive and high-quality human
resource development. One component of the demanding external environment can
be linked to the 4™ Industrial Revolution. In this study we review the key features of
this revolution in general, and detail its relevance for the Hungarian ecosystem with
special emphasis on small and medium-sized enterprises. SMEs are potential future
employers of graduates. As future employees, students bring significant value-added
knowledge and competencies to SMEs which are meant to be developed during higher
education training. We aim to articulate and deliver messages for lecturers in higher
education to sensitize students for future technology demands in the context of local
Hungarian business settings. In order to deliver that, we compared student and SME
perception on the following three main themes (1) the perceived importance of
technology challenges; (2) the relevance of 14 IR 4.0 characteristics from the
respondents’ point of view; (3) respondent group alignment on the perceived
importance of IR 4.0 characteristics. The 4™ Industrial Revolution, often also called
Industry 4.0 or IR 4.0, is a new phenomenon which calls for clarification to assure
that the responses in the primary analysis relate to the same business observations.
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2. The 4" industrial revolution

The development of industry is of historical relevance regarding world growth. At the
present time there are numerous discussions regarding the 4" Industrial Revolution
both among academics and practitioners. The occurrence of this revolution can be at
least partly ascribed to the expansion of globalization and to the technological changes
that affect all spheres of life. Meanwhile researchers are trying to grab its elements in
an exact way, the actors of economic life tackle with the opportunities and pressures
of the operationalization of new factors in order to maintain competitiveness. We do
not know how long this will last and what milestones we have already passed, and
what others are in front of us, but it is sure that due to this new industrial revolution
the global economy and society is going to change intensively. Therefore, it is
inevitable to organize these changes and processes and to identify them in the various
aspects of practical economic life. The aim of this section is to organize the relevant
literature in a way that the elements of the 4™ Industrial Revolution can be
apprehended and understandable specifically regarding start-ups and small and
medium-sized enterprises (SMEs).

In general, we can speak about an industrial revolution when due to new
technology solutions the effectiveness of production systems increases considerably.
Prior to IR 4.0 there were 3 other industrial revolutions; however, the length of time
elapsing between two revolutions has decreased. While between the 1%t and 2™ about
one century elapsed but between the 3 and 4™ just about one decade did. Innovations
and technologies affecting the economy, to a great extent, are evolving at an ever
accelerating pace.

We can define IR 4.0 in a broad and in a narrower sense. In a broad sense it
is a bundle of technologies adopted in manufacturing and in its related supporting
activities over recent years, but in a narrow sense it refers to the adoption of cyber-
physical systems (CPS) that result in the digitalisation of production (Szalavetz 2017,
Kagermann et al. 2013, Monostori 2015). Angela Merkel, the German Chancellor
defined Industry 4.0 as the following: “the comprehensive transformation of the whole
sphere of industrial production through the merging of digital technology and the
internet with conventional industry” (Davies 2015, p. 2.).

However, there are several other definitions for the ongoing 4™ Industrial
Revolution. Some concentrate on production, especially on the ever tighter
connectedness of information technology and automated facilities, thus on the faster
and more autonomous features of production®. Others include the processes of supply
and logistics because due to Industry 4.0 through cyber physical systems we can
connect real objects with data processors via virtual processes and information
systems (Abonyi—Miszlivetz 2016). Another definition is: Industry 4.0 is such a
phenomenon that raises the transparency of processes, integrates firms’ value chains
and the supply chain and increases customer value creation to a new level through

1Source: https://www.tablazat.hu/ipar-4-0 Last accessed: 28. April 2019.
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technological instruments and activities and with the exploitation of the opportunities
in digitalization (Nagy 2017, Davies 2015).

We can summarize the definitions of the 4" Industrial Revolution “as a
revolution enabled by application of advanced technologies (like IT) at production
level to bring new values and services for customers and organization itself” (Khan
and Turowski 2016, p. 442.). This also brings quality and flexibility in production
systems (Khan—Turowski 2016).

To be able to grasp this ongoing revolution, we summarize the main
technologies characterizing companies that are developed with regards to Industry
4.0, this is also shown in Figure 1. The most important elements are: autonomous
robots, simulation, horizontal and vertical system integration, industrial Internet of
Things (Industrial 10T), cyber security, additive production, cloud-based services,
augmented reality, Big Data analytics and production visualization (Riilmann et al.
2015). In short, let us summarize the main attributes of these elements.

Figure 1 Technologies transforming industrial production
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Source: own construction based on Riilimann et al. (2015)
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Regarding the first technology, autonomous robots, and the use of them in
production is not new; manufacturers have been using robots to solve complex issues
for decades now. However, these robots are evolving, they are becoming more
cooperative, more autonomous, more flexible, and can solve more complex tasks
(RiiBmann et al. 2015, Van der Elst-Williams 2017), and their adoption in industries
is becoming more widespread. This is a consequence of several factors. Most
importantly the cost of robotic systems (both hardware and software) has fallen
considerably and is expected to decrease further, also their usage was limited but their
development makes their use possible in several fields of production. Lastly, as their
use needed substantial capital expenditures and the usage of specialised operatives,
mostly large companies were able to adopt them, but as their cost and functionality
improved, now many SMEs are also able to implement robotic systems (Strange—
Zucchella 2017).

Robotization and the appearance of autonomous or cooperative robots have
reshaped both production and services sectors causing substantial increase in
efficiency (Nagy 2017). When designing these robots, a main aspect to be considered
is that they should be able to detect the change in the operation of other robots and
should be able to adapt their own operation accordingly. Robotically aided production
and the efficiency increase caused by using collaborative robots are highly promising
for companies. However, their adaptation is not that simple. Many obstacles might
make it more difficult than the hype suggests. Among the obstacles we can mention
the financing of such investment, the guarantee of enough return, or the ability to
quickly adapt to dynamic developments and the fast rate of change in technology
platforms themselves.

As for the second element, simulation is basically the modelling and
visualization of product designs and their establishment in the manufacturing
processes (Davies 2015). Similarly, to robotics, simulation is not a totally new
technology, it being used in the engineering phase of products, materials, and
production processes for years now, but their use is becoming more extensive, and
in the future, simulations will be used in plant operations too (RiiBmann et al. 2015).
Simulation with the help of virtual and augmented reality enables operators to see
and compare actual production with the ideal, expected performance in real-time,
thus supporting the effective operation of devices and the optimization of processes
(Nagy 2017). Moreover, simulation allows operators to optimize and test the
settings of machines virtually before the physical changeover, so machine setup
times can be reduced while quality can be increased (Riiimann et al. 2015, Van der
Elst-Williams 2017).

The third is horizontal and vertical system integration. The collaboration of
the supply and value chains can only be optimized if their systems are vertically and
horizontally integrated. Nowadays the systems of suppliers, producers, and retailers
or customers are integrated in a limited way, but with IR 4.0 this can be changed.
Companies, departments, capabilities, and functions will be more cohesive as
universal and cross-company data integration networks evolve. This enables the
creation of a truly automated value chain (Riilmann et al. 2015). Moreover, the
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integration enables the optimization of production and inventory planning managed
across several business entities to best fit to market needs and links all involved
partners within the supply chain.

The next technology to be presented briefly is the Industrial Internet of Things
(Industrial 10T). 10T is a crucial if not the most crucial element of the 4" Industrial
Revolution. Although this technology has existed for some time now, the concept has
gained importance in recent years only, as the relevance of connectivity has been
understood (Sniderman et al. 2016, Baldassare et al. 2017). Today, a growing number
of physical products are equipped with sensors that can process, capture and
communicate data (Strange—Zucchella 2017). These sensors enable information
exchange at high speed anywhere in the world, and can retrieve real-time information
about the devices’ and their surroundings. This way we are also able to monitor and
operate technology infrastructures over large physical distances (Kagermann 2015).

The Industrial 10T is similar, it is about integrated machines and sensors and
cloud-based solutions that have unique identifiers, making it possible to monitor all the
processes of the supply chain (Nagy 2017). Thanks to these identifiers we will have
information regarding the use, destination and provenance of devices, so there will be no
need to synchronise and coordinate information, and product flows (Strange—Zucchella
2017). With Industrial 10T, more devices can be enriched with embedded, connected and
computing technologies allowing these devices to interact and communicate with each
other. Moreover, this also decentralizes decision making and analytics, making real-time
responding possible (RiiBmann 2015). Industrial loT might also reduce transaction costs
associated with international production and might promote a deeper international
division of labour (Strange—Zucchella 2017, Buckley—Strange 2015).

With the increasing use of these technologies, the importance and relevance
of cybersecurity is also growing. Along with the expansion of networks and the
dynamic vertical and horizontal movements of data, the stability of networks, of
confidentiality, and cybersecurity systems is indispensable (Nick 2017). These are
specifically important to avoid cyber-attacks. The continuous monitoring of
cybersecurity is now inevitable (Nick 2017). The need for protection of critical
industrial systems and manufacturing lines is increasing rapidly, so secure and reliable
communications, sophisticated identity and access management of users and
machines are now essential (Riilmann et al. 2015).

The cloud is another essential driver of today’s technology change. Cloud-
based services are already used by firms for analytics and some enterprise
applications; however, with Industry 4.0 their use will become more widespread and
they will be used for several purposes. As production-related undertakings will need
an increased share of data inside and outside the company, the relevance of the cloud
will rise. The cloud contributes to the continuous assurance of the availability of
systems and makes possible safely sharing and having access to data between different
sites of the company and between companies. Furthermore, as the performance of
cloud technologies improve, the whole process will become faster and the reaction
time will only be some milliseconds, so we will be able to get the necessary
information right away (Riimann et al. 2015).
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A further technology is additive manufacturing. It is also known as 3D
printing. This method is called additive because it creates objects by adding successive
layers instead of subtracting them (Van der Elst-Williams 2017, Janssen et al. 2014).
This way, customized products can be manufactured offering construction
advantages, for example with complex and lightweight designs. Decentralized and
high-performance additive manufacturing systems will reduce stock on hand and
transport distances but also production time can be considerably decreased (Riilmann
et al. 2015, Nagy 2017). This will also shape international business. As products
designed by CAD software can be produced anywhere in the world where there is a
3D printer, manufacturing will not need to be factory specific but could be be
conducted close to the end-user, resulting in savings in transportation costs and
delivery times, and in a minimised risk of supply resulting in simplified and more
cost-efficient value chains (Strange—Zucchella 2017).

Augmented reality (AR) is also one of the nine technologies transforming
industrial production. Due to AR, products and product components have digital data
transmission capabilities to better monitor, observe, and inspect product
characteristics and the state of these products during manufacturing and consumption.
With the use of the results, the production process or the product itself can be
optimized. One practical field of the use of AR nowadays is maintenance (Nagy
2017). Yet, their utilization is still in its infancy, and in the future AR will have a
much broader use to give real-time information and improve work procedures and
decision making (RiiBmann et al. 2015).

When introducing the main elements and technologies forming and driving
Industry 4.0, Big Data and analytics cannot be left out. Big Data and its analytics mean
the collection and comprehensive evaluation of data from various sources, from
production equipment through enterprise management to customer management
systems. Analytics based on huge data sets have appeared in manufacturing only in
the past years. Yet it can help in the optimization of production quality, in energy
savings and in equipment service improvements (Riimann et al. 2015). Furthermore,
firms will be able to monitor trends and possibilities in faraway markets without
having to make big resource commitments there. They will also be able to more
effectively optimize their production, supply, and distribution activities by the
analysis of the vast amount of data (Strange—Zucchella 2017).

All these above-mentioned technologies bundled in Industry 4.0 are expected
to have a great impact on the global economy. There are estimations that the 4%
Industrial Revolution can bring an annual efficiency gain in manufacturing of 6-8%.
Just in Germany alone, IR 4.0 will contribute to the country’s GDP by 1% per year
over the next 10 years and will create 390,000 jobs. Globally, by 2020, investments
in the Industrial Internet will be 25 times that of investments in 2012, and the value-
added is expected to grow from 32 billion USD in 2012 to 1.3 trillion USD in 2020
(Davies 2015). Besides the figures, Industry 4.0 will have a serious impact on the way
goods are produced, how companies do business, how economies operate, how
markets function and on how societies react (Van der Elst-Williams 2017).
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Although IR 4.0 is a global process, the readiness for it among countries and
regions differs to a great extent. Employing the technologies of Industry 4.0 is critical
as it can be a competitive advantage for countries that are able and willing to use these
technologies, and a competitive disadvantage to those who are not. In the following
section we interpret Hungary’s position.

3. The 4™ Industrial Revolution in Hungary and in Hungarian SMEs

When looking at Hungary’s position we find that Hungary is a traditionalist country,
meaning that the share of manufacturing in GDP is high but the countries readiness
for the 4™ Industrial Revolution is low (Dujin et al. 2014). An indicator of readiness
is gross expenditure spent on R&D (GERD). The European Union has a target of 3%
of GDP regarding R&D expenditure to be achieved by 2020 to improve the EU’s
competitiveness and readiness for the changes of this new era. Even the EU as a whole
is far from reaching this goal (in 2016 GERD was 2.04 %); Hungary is among the
moderate performers. The gross domestic expenditure on R&D in this country was
1.2% in 2016 (Eurostat 2017). This low value already indicates to some extent
Hungary’s weak readiness for Industry 4.0, yet in their study Kuruczleki et al (2016)
pointed out the same by constructing their own index to measure the readiness for the
4™ Industrial Revolution in the European Union. To create their own index, they used
the following indicators: the above-mentioned GERD, total intramural R&D
expenditure, community trademark applications, community design applications, total
R&D personnel and researchers, tertiary educational attainment, ICT specialists, and
digital single market. According to their analysis Hungary ranked 18" in the EU
lagging behind most of the West European countries, and even behind some Central
and East European country. Their analysis underlies that there is much room for
improvement and that Hungary has to improve a lot to embrace the technologies and
opportunities of IR 4.0.

Another way to present that Hungary has to do a lot to improve its readiness
is looking at its performance regarding the EU’s digital transformation index. This
index has 7 dimensions: digital infrastructure, digital transformation, investments and
access to finance, supply and demand of digital skills, changes in ICT start-ups
environment, entrepreneurial culture and e-leadership?. Based on these dimensions
Hungary is a modest performer in digital transformation, yet improvements can be
observed in particularly in the field of investments and access to finance and
entrepreneurial culture but also in digital transformation, supply and demand of digital
skills and changes in ICT start-up environment. To these improvements a big
contribution is made by a generally favourable investment climate that creates
incentives for ICT firms (both domestic and foreign) to invest in Hungary. Yet the
country’s performance is rather poor in terms of e-leadership and of digital

2 More on the EU’s Digital Transformation Scoreboard: https://ec.europa.eu/growth/tools-
databases/dem/monitor/scoreboard Last accessed: 28 April 2019.
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infrastructure indicating that further policy efforts are needed. Regarding these fields,
the country is performing far below the EU average. Digital infrastructure is a great
challenge for the country; and special efforts should be made to increase the
integration of ERP software by businesses and to improve internet bandwidth’s
quality (Probst et al. 2018).

All these pose a big challenge for the country, and to overcome it and to boost
developments in the field of technological readiness, R&D & innovation, and digital
transformation, several strategies have been implemented. In February 2016 a strategy
for industrial development initiated by the Ministry for National Economy was
adopted. This national strategy, called the Irinyi Plan, includes the most important
directions for economic development for the time period of 2016-2020; moreover, this
plan is a framework for the development of an Industry 4.0 strategy in all the key
sectors concerned (Nick 2017, Klitou et al. 2017).

The Irinyi Plan also concretizes the Hungarian economic development
strategy as a target has been set to increase the share of industrial value-added in GDP
from 23.5% in 2016 to 30% in 2020. The plan names these key sectors as well. They
are: the already strong automotive industry, specialized machine and vehicle
production, healthcare, tourism, food industry, the IT sector, the green economy, and
the sector of shared service centres (SSCs). There is a goal of improving the
processing industry as well, which should be achieved using new technologies, the
improvement of energy and material efficiency, and the more extensive use of
Hungarian resources®.

Based on the Irinyi Plan a national initiative was also adopted. Industry 4.0
National Technology Platform (IR 4.0 NTP) is an initiative of the Ministry for
National Economy and the Hungarian Academy of Science Institute for Computer
Science and Control (Klitou et al. 2017, Haidegger—Paniti 2016). The objective of this
platform is to enhance manufacturing and industry transformation in the country to
get Hungary ready for Industry 4.0. The expected effects of IR 4.0 NTP are to prepare
the industrial sector for the 4" Industrial Revolution and adapt it to the requirements
of IR 4.0, but also to boost the countries competitiveness. This initiative is an
indispensable element in improving Hungary’s readiness for digital transformation.
The five main objectives of IR 4.0 NTP are: responding to challenges in a prompter
way, fostering bold steps toward innovation, supporting the readiness of the country’s
economy for innovative adaptation, accelerating innovation particularly in digitisation
and in production, and fostering information exchange, partnership establishment and
cooperation between all actors of economy (Klitou et al. 2017).

To reach the set strategic targets several organizations were set up. These
organizations help to roadmap the above objectives. One of such organizations is the
Excellence in Production Informatics and Control (EPIC) (Fiilep et al. 2018). The
goals of EPIC are to improve innovation culture in Hungary, to speed up the
innovation process, and to introduce and promote new technologies and

3 Source: https://piacesprofit.hu/kkv_cegblog/ipar-4-0-az-uj-szabvany/?hf=1 Last accessed: 28 April 2019.
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methodologies, also to strengthen the institute’s research potential, especially in the
field of Cyber Physical Systems (Nick 2017, Haidegger—Paniti 2016). Besides
multinational companies, a special focus is put on the development of Hungarian
SMEs. EPIC supports competitiveness increases and the strengthening of supply
industry from a practical point of view. Among its objectives are: improving high-
quality trainings and constructing and promoting sample solutions for the 4™ Industrial
Revolution (Nick 2017).

It is of key importance that all economic actors change their development
systems from extensive to intensive development, and this is particularly true for SMEs,
which in many cases still use traditional methods. SMEs are affected negatively by both
their lack of knowledge and lack of capital, which are critical in the realization of high
value-added production methods*. The value-added contribution of SMEs is lower than
the EU average in Hungary, which lowers the country’s competitiveness®. Yet as Table
1 presents, Hungarian SMEs make up around one quarter of the Hungarian business
expenditure on R&D (BERD), which was even higher during 2011-2013 when, BERD
by SMEs exceeded 30%. This indicates that despite their size, SMEs are crucial for
Hungarian research and development as these enterprises are also highly committed to
R&D activities and are investing in R&D. By supporting SMEs R&D activities not only
show their readiness for the 4™ Industrial Revolution can be improved, but also the
competitiveness of the whole country.

Table 1 The share of SMEs in Business Expenditure on R&D (BERD) in Hungary,
2008-2016, % of total Hungarian BERD

Numberof .00 5009 2010 2011 2012 2013 2014 2015 2016
employees

10-49 926 972 945 11.09 1157 12.06 1173 878 9.20
50-249 858 1157 1576 1893 19.17 2095 1684 1509 13.67

SME:s total 17.83 2130 2521 30.02 30.74 33.02 2857 23.87 22.86

Note: micro enterprises (enterprises of 1-9 employees) are left out from the investigation,
however if we include them, the latest values exceed 25%, and between 2011-2013 the
share of micro, small and medium-sized enterprises in total Hungarian BERD was close
to 40%.

Source: own calculations based on Eurostat data®

4Source:
https://evkszakkollegium.blog.hu/2016/12/06/negyedik_ipari_forradalom_avagy_tenyleqg_elveszik_a_r
obotok_a_munkankat Last accessed: 28 April 2019.

5 Source: http://www.mkt.hu/wp-content/uploads/2016/05/Lepsenyi_Istvan 05 12.pdf Last accessed:
28 April 2019.

6 Data source for calculations: https://ec.europa.eu/eurostat/web/products-datasets/-/isoc_bdel5ar2 Last
accessed: 28 April 2019.
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So, it is not surprising that IR 4.0 development plans have a special focus on
SMEs and the help and support given to them. Several programs give SMEs the
opportunity to implement their own development ideas, while others help them in
conversion. One such program, called the Program of Modern Entrepreneurs, is
organized by the Hungarian Chamber of Commerce and Industry (HCCI). This
program supports the IR 4.0 developments of SMEs with professionals and
consulting. Moreover, the Industry 4.0 Model Factory program was established with
the aim of helping Hungarian suppliers of multinational companies to meet the
growing needs of MNCs regarding the quality of products and services’. Five model
factories were set up with government support to familiarize and prepare SMEs for
the use of IR 4.0 technologies. Representatives of SMES can see these technologies in
real-life operation in functioning factories®. As a part of this program, participating
SMEs can test their readiness for Industry 4.0 but can also find firm specific ideas to
foster and motivate their aspiration to improve. In these Model Factories SMES can
meet new technologies, for instance they can find autonomous robots or the various
uses of AR®. An important goal is to increase SME readiness for IR 4.0 so that they
have better chances of becoming suppliers to multinational companies.

Besides SMEs, a special focus is put also on start-ups and their improvements.
For this a special strategy was set up, the Digital Start-up Strategy®. The main aim of
this strategy is to boost the cooperation between multinational companies and start-
ups in Hungary. The synergies could be beneficial for both parties, because while
multinationals have a lot of capital, they can only react to changes slowly, while start-
ups are innovative enterprises that are able to react to market changes fast and
effectively; however, they have lack of capital (Ritter et al. 2016).

Although, Hungary’s position regarding Industry 4.0 should be improved, as
it is presented in this section, there are several kinds of actions and plans that aim at
this improvement. The focus is not only on multinationals, as they alone cannot bring
change. There are special programs specifically dedicated to SMEs and start-ups and
their development. These programs aim at the integration of SMEs and start-ups to
the supply chains and value chains of MNCs by improving their readiness for
technological change, and increasing their adaption ability so that they will be able to
embrace the new technologies and enhance their competitiveness.

7 Source: https://piacesprofit.hu/kkv_cegblog/ipar-4-0-kkv-k-is-elkezdhetik/ Last accessed: 28 April 2019.
8 Source: https://piacesprofit.hu/infokom/ipar-4-0-tanuljunk-mintagyaraktol/ Last accessed: 28 April 2019.
9 Source: https://piacesprofit.hu/infokom/ipar-4-0-tanuljunk-mintagyaraktol/ Last accessed: 28 April 2019.
10 Source:
http://www.kormany.hu/download/d/8c/e0000/Magyarorsz%C3%A19%20Digit%C3%A1lis%20Startu
p%20Strat%C3%A9gi%C3%Alja.pdf Last accessed 28. April 2019.
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4. Research method and research questions

In our study we used a quantitative method: questionnaires distributed among students
and Hungarian SMEs. To examine student answers, we used printed and online
guestionnaires to reach respondents. SMEs were directly asked to fill out the
guestionnaire sent out to them via e-mail. Both groups were asked to evaluate the
importance of the attributes of the 4™ Industrial Revolution on a 1-5 Likert scale. Data
was collected directly. Students and SMEs were asked to fill in the questionnaire
handed out to them. We wanted them to evaluate the following 14 characteristics that
we articulated based on the Hungarian Irinyi Plan and literature review (Nick 2017,
Klitou et al. 2017):

1. Visualization of production, real-time collection of data about production and
resources

2. Supply chain visualization (real-time visualization of actual and expected
guantity of stocks, of the place of stocks and their status, both inside the
company and with the other actors of the supply chain)

3. Supply chain collaboration (sharing of production plans and stock
information through electronic data exchange)

4. The optimization of supply chain, production planning and stock planning:
making optimal stock, production and procurement plans to sufficiently meet
market demand, doing so with the help of ERP, SCM and Advanced Planning
systems

5. Predictive maintenance

6. Big Data solutions

7. Intelligent energy utilisation

8. Robot-aid production, collaborative robots

9. Modern warehouse and production logistics solution

10. Solutions supporting unique production and small-scale production

11. Internet of Things, Machine to Machine communication, autonomous robots

12. The use of augmented reality (AR) in maintenance and in remote assistance

13. 3D printing, additive production technologies

14. Fast prototype-making, involving customers to prototyping.

We used purposive sampling. We were interested in the opinions of students
familiar with management, economy and finance, so we asked only the students of the
University of Szeged, Faculty of Economics and Business Administration. We
decided to select this group of students as we assume that their theoretical knowledge
on economic processes must be above average, therefore their perception should at
least be partly based on solid knowledge, also they will constitute the future
entrepreneurs and economic employees of current enterprises. Moreover, we wanted
to get to know the view of SMEs operating in Hungary. Hungarian SMEs were chosen
assuming that they have a greater understanding of happenings in the Hungarian
economy.
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The sample of our study consists of 216 answers from students and 21 answers
from SMEs. Table 2 contains a summary of the attributes of the respondents.

Table 2 The composition and main attributes of the research sample

STUDENTS SMES
216 responses 21 responses
Female: 137, male: 75, no answer: 4 Field of operation: services 8,
industry 11, agriculture 1, no answer 1
Working:81, owning an enterprise: 9 Years of operation ranges: some month
to 31 years
(average: almost 9 years)
Both BSc and MSc students Number of employees’ ranges: 2—200
(190 BSc, 23 MSc, 3 no answer) (average: 29)
Age group: 20-25; average age: 21,5 Operating mostly on the global scale

Source: own construction based on questionnaire responses

Our investigation focused on three main areas comparing SME and student
perceptions on IR 4.0 related themes. The first one investigates the perceived
importance of technology challenges. This topic is covered by Q1 detailed below.
The second area is studying the relevance of 14 IR 4.0 characteristics from the
respondents’ point of view. This topic is addressed by Q2 and Q3. The third theme is
comparing respondent group alignment on the perceived importance of IR 4.0
characteristics. This is reviewed using Q4 and Q5.

During our research, the following specific questions were raised and
analysed to measure respondent perceptions:

e Q1. How important is the overall technology challenge based on the
respondents’ view?

e Q2/3: What are the top 3 most / least important characteristics of Industry 4.0
according to the respondents?

o Q4/5: Where is group alignment /misalignment on the perceived level of
importance of the characteristics?

The analysis and results are presented in the next section.

5. Analysis and Results

We will review the summary of responses for each question with the objective of
extracting the key observations and messages on the selected 3 themes.

The perceived importance of technology challenges is addressed in the first
question. We were investigating the overall technology development challenge from
the students’ and SME’s point of view (Table 3 Q1). This score represents the overall
aggregated number derived from the technology characteristics taken them into
account with equal weight.
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On a 5-point scale, the aggregate score for students was 3.306 as a grand mean
score, while for SMEs’ this figure resulted to be 3.389. These numbers show that there
is a difference in Industry 4.0 perceptions between students and SMEs. The impacts
of Industry 4.0 are sensed more strongly and intensively by the enterprises. On the
other hand, it shows that students undervalue the importance of IR 4.0 characteristics
compared to companies who might be potential employers for them in the future. We
can conclude that through the education process it is important to place stronger
emphasis on and awareness of the importance of business technology for students to
be more qualified for the demands of the job market.

Table 3 Summary of questions and responses

Q1. HOW IMPORTANT IS THE OVERALL TECHNOLOGY CHALLENGE BASED ON
THE RESPONDENTS’ VIEW?
SME Student

Grand 3.389 3.036
Mean

Q2. What ARE the top 3 most important characteristics of Industry 4.0 according to the
respondents?

Rank SME Student

1 Big Data Intelligent energy utilization
2 Unique and small-scale production Big Data

3 Supply chain optimization Supply chain visualization

Q3. What ARE the top 3 least important characteristics of Industry 4.0 according to the
respondents?

Rank SME Student

1 Robots Robots

2 3D printing, additive production Use of AR

3 Intelligent energy utilisation 3D printing, additive production

Q4. Where is group alignment on the perceived level of importance of IR 4.0 characteristics?

Rank SME Student

1 Intelligent energy utilization

2 No alignment Robots

3 Use of AR

Q5. Where is misalignment on the perceived level of importance of IR 4.0 characteristics?
Rank SME Student

1 3D printing, additive production Supply Chain optimization

2 Use of AR Modern warehouse and logistics

3 Internet of Things, Machine to Machine Prototype making

communication, autonomous robots

Source: own construction based on questionnaire responses



74 Eszter Megyeri — Gabriella Tabajdi

The relevance of 14 IR 4.0 characteristics from the respondents’ point of view
is investigated in Q2 and Q3. In the second question, that we raised during our
analysis, we were interested in seeing how respondents rank the characteristics of
Industry 4.0 (Table 3 Q2). Here we wanted to capture the top three most important
elements based on the perception of students and SMEs.

We observed that SMEs capture the basic, traditionally developed elements
of IR 4.0 such as collecting large amounts of data; being prepared for small scale
customization; and working closely with partners in the supply chain to improve
responsiveness while reducing cost. Students put more weight and importance on
managing environment impact more closely through intelligent energy utilization. Big
data was their second most important factor. Students demonstrated strong demand
for visualization and clearer interpretation of the supply chain which comes as a
natural desire based on their digital maturity.

As a message we can conclude that understanding integrated data
management is an essential requirement for both from the students and the SMEs side.
Developing business system understanding and system development concepts
transferred from the educational experience is critical. A hint of ERP is not adequate
as basic knowledge. Therefore, it is recommended to embed and teach more
simulation, data management and visualization aspects at least as elective courses in
higher education programmes.

The third question we studied focuses on the respondents’ rank of the least
important characteristics of Industry 4.0 (Table 3 Q3).

In both respondent groups we can observe that the newest technologies
resonate with all respondents as less important factors than robotization or 3D printing
or additive production. One key difference between the groups is the importance of
environment impact, where SMEs considered intelligent energy utilization among the
least important factors.

As a message we can articulate that the latest technology development is an
area where awareness is to be raised for both students and companies. However, we
can also state that this is a field where educators most likely will need to be educated
as well. An option could be to purchase expertise from the practitioners and link it to
relevant courses.

Respondent group alignment on the perceived importance of IR 4.0
characteristics is studied through Q4 and Q5.

With the fourth question we were looking for intra-group alignment
concerning the IR 4.0 characteristics investigated (Table 3 Q4). Concerning SMEs,
we found all standard deviation above 1.1, which indicates that there is no alignment
and agreement across the respondents. Companies of this size face a variety of
challenges which have diverse links to the 4" Industrial Revolution. Students on the
other hand have similar perception and ,,consensus” both on the most and least
important features. It is important to note, that students are to be prepared for a very
diverse environment. To address that, educators must work two ways: partly to take
new technologies into the classroom, but also by taking students out of the classroom
to experience the full diversity of challenges.
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With the fifth question we were looking for intra-group misalignment
concerning the investigated IR 4.0 characteristics (Table 3 Q5).

SMEs and student have a completely different list of characteristics, where
their perception is misaligned. SMEs consider 3D printing and additive production
among the least important but with a high standard deviation, which indicates, that
there are some companies, who are impacted and involved in their use of technologies.
Interestingly students consider supply chain management as an area where the largest
misalignment is experienced.

As a take-away message we can conclude that SMEs are strongly encouraged
to take development opportunities offered by technology development in order to
stimulate learning and develop knowledge and technology-based improvement
capabilities.

6. Conclusions & Recommendations

Many aspects of current economic and social life are impacted by the 4™ Industrial
Revolution. However, different actors play different roles and take part in the evolving
developments in a variety of ways. Technological innovations can be asset intensive
changes in this new era, which requires significant capital and knowledge investment
for those who want to stay competitive. SMEs might not be the leading actors of these
changes unless they are specifically set up to focus on driving certain innovations as
start-ups.

In Hungary, there is a significant effort being made to stay competitive in the
European and global environment driven by the Irinyi Plan, which serves as an
economic strategy for Hungary. This strategic plan not only emphasises the
importance of the development of IR 4.0 characteristics in the Hungarian
environment, but also initiates the set-up of specific tools and support for SMEs to be
able to stay in the game. This serves as a top-down approach for the small and
medium-sized players in the Hungarian economy. The development of higher
education in respect of IR 4.0 features contributes to the human resource development
of the younger generation. As the world is in a period of fast change, the revitalization
of higher education is increasingly important. Indeed, higher education revitalization
is essential. Students absolutely thrive on technology, but not in a business context
which is to be bridged by education. Large business players do develop young
candidates intensively to meet challenges, but SMEs lack the knowledge and
resources to capture all relevant development opportunities for the company,
including young talents.

The importance of technology challenges is experienced more sensitively by
SMEs, which necessitates that educators link the latest technology developments more
intensively to specific business needs. Students with their high technological agility
are ready and eager to face this challenge but their economic and business
understanding must be developed to materialize their digital capabilities as a business
competency. The relevance of 14 IR 4.0 characteristics from the respondents’ point
of view shows a mixed picture when comparing students and SMEs. The list of the



76 Eszter Megyeri — Gabriella Tabajdi

most important IR 4.0 characteristics for SMEs contains technological and digital
capabilities which are in general practice in the developed economies. In contrast,
students rank more recent innovations at the top of their list. This results in a gap
which is natural and healthy. Concerning the least important characteristics, SMEs
and students strongly overlap. The respondent group alignment on the perceived
importance of IR 4.0 characteristics shows that SMEs have very diverse views and no
alignments, while students are sensitive and responsive to the latest developments.

Education must provide stronger awareness of the importance of business
technology, even if all knowledge is not internally available. New technologies need
to be brought into the classroom for students and educators. Involving leading
companies or other education institutes in the network can bring great value and
quality improvements to the education process.

Also providing that opportunity to SMEs could bring mutual gains for all
participating parties. Education that cooperates with SMEs can provide mutual
benefits for students, educators, and companies, helping them to remain on top of the
new waves of industrial technology developments.

Our study has a number of limitations, partly due to the low sample size of
SMEs on the business investigation side. On the education side, the questionnaire was
distributed only at a single university. These limitations are to be addressed in the next
phase of the project. The results of this study bring many insights which validate the
continuation of in-depth investigation of the impacts of IR 4.0 on SMEs in the
Hungarian environment, in parallel with identifying the necessary changes demanded
of our higher education partners.
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Managing inter-organisational dynamics — distinctive patterns?

Margit Tarjanyi — Marton Vilmanyi

The relationship between organizations is a regular topic of both relationship marketing,
relationship management research and strategic management research. Such a constant, high
degree of interest is not surprising. The identification of change patterns in relationships of
organizations can help in the explanation of several business phenomena.

In our study, the results of a questionnaire survey are presented. The main research
question is whether the development of cooperation behaviour between business enterprises
could depend on the size of enterprises.

For this research the resource-based view and the theory of dynamic capabilities
were used. The results confirm the relevant starting points of the approach to dynamic
capabilities while providing further insights at some points in light of Hungarian specificities.

Keywords: dynamic capabilities, organizational relationship

1. Introduction

This study focuses on the problem of how to manage organisational change, and how
to implement changes within an organisation. While traditional paradigms — using the
vantage point of strategic management — ten regard the problem from the perspective
of competitive forces and strategic conflicts, present day standpoints have their roots
instead in a resource-based perspective, evolutionary economics and in the concept of
dynamic capabilities (Teece et al. 1997). The competitive forces perspective (Porter
1993) draws attention to industry structure. The management of organisational
dynamics aims to recognize change within the industrial structure and to reconfigure
the organisation’s position within the industrial structure. The strategic conflicts
approach is based on game theory.

This approach embraces both the source and management of dynamics as a
function of competition, where competitors aim to keep their rivals away from those
areas that are seen as key priority areas (Shapiro 1989). The resource-based view
states that profit is generated from the possession or control of valuable, rare, and
unique resources that have no substitutes. As the core of dynamics, this approach
focuses on the acquisition of resources, the management of knowledge and know-
how, or on the management of learning as a strategic area (Teece et al. 1997). To
explain the strategic dynamics of organisational change, and how such change is
implemented, present day approaches rely heavily on the evolutionary economics
concepts of path dependency and routine (Helfat-Peteraf 2009). In this terminology,
routines refer to such organisation-specific and embedded patterns of action through
which an organisation can repeatedly perform those individual tasks that are tied to
its functions. Path dependency means that investments and the repertoire of routines
that had been set in the past by the company restrict how the company will act in the
future (Penrose 1959).



80 Margit Tarjanyi — Mdrton Vilmanyi

In line with the above-mentioned concepts, we can see from the point of view
of dynamic capabilities that routines that are responsible for the implementation of
changes in an organisation and for the management of organisational dynamics, are
those routines that aim to reconfigure the product, the production process, the buyers,
etc. (Winter 2002). From a dynamic capabilities approach these actions are such
mechanisms that implement change, and in the background, there is a pattern of a set
of linked routines that help the repeated performance of a given behaviour.

2. An approach to dynamic capabilities and their characteristics

In the management of organisational dynamics, the concept of dynamic capabilities is
a very frequently used term. Some definitions refer to dynamic capabilities as a set of
resources, while others as capacity, and some approaches define these capabilities as
complex routines or organisational competence. The concept of capacity originates
from an approach by Teece et al. (1997) and refers to individual competencies with
no regard to the level at which a given action is performed (Helfat-Peteraf 2009).
Helfat et al. (2007) point this contradiction out and introduce the concepts of the
intentional/deliberate. In accordance with the authors’ concept, capacities or
routine/resource sets that had been developed in order to manage change fall into the
category of dynamic capabilities. Finally, it is important to emphasise the “higher-
order competence” nature of dynamic capabilities, a component that regularly recurs
in its definitions (Teece 2012). The capabilities to implement change can be defined
as those (hierarchically higher represented) behaviour patterns that formulate the
above-mentioned stable competencies.

To draw the above-mentioned definitions to a conclusion and to agree on a
fixed definition of dynamic capabilities, we shall hereinafter rely on a description by
Eisenhardt-Martin (2000), who state that dynamic capabilities encompass those
processes that use resources to integrate, reconfigure, gain and downsize a further set
resources with the specific intent to adjust to or initiate market change.

Dynamic capabilities may be present in several forms and display some rather
strong characteristics (Eisenhardt-Martin 2000). A particular form of dynamic
capabilities is what has been called resource integration capabilities, such as product
development capabilities. Another form of dynamic capabilities is reconfiguration
capabilities that copy, transfer or reconfigure resources (typically knowledge) in a
distinctive way. Furthermore, capabilities that support shared development and, thus,
help to create links between several areas of an organisation in order to set up a sort
of collaboration network can also be identified as a type of dynamic capability.
Combinations of the above can also be viewed as dynamic capabilities. Within this
framework, resources with different qualities are combined in order to reconfigure
business opportunities. Dynamic capabilities encompass both alliance and acquisition
routines that provide access to certain resources and exit routines that serve to
terminate existing resources or resource combinations.
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There may be differences in how a given dynamic capability is embedded.
Dynamic capabilities function differently in moderately dynamic markets than in
high-velocity markets (Eisenhardt-Martin 2000). In moderately dynamic markets,
dynamic capabilities establish a well-structured process and remain stable and linear.
In contrast with this, in high-velocity markets, dynamic capabilities do not embrace
complex processes but rather consist of simple routines and the formation of real-time
knowledge. General principles and forms of behaviour are laid down for the actors in
order to focus the attention of the actors within an organisation onto important areas
though the provision of sufficient reference points that help the implementation of
reconfiguration (Gupta-Winter 2009).

While some studies that aim to uncover dynamic capabilities focus — as
demonstrated above —on how these capabilities emerge, other studies focus on those
areas that these capabilities improve.

Following this line, depending on how path dependency works in the case of
dynamic capabilities, Desmond (2007) defines weak and strong dynamic capabilities.
Weak forms of dynamic capabilities refer to the fact that there is familiarity with how
to make use of the company’s resources. In contrast to that, strong forms of dynamic
capabilities do not build on experiences but use innovative experiments and
improvised practices to discover new resources and fields of use.

Dynamic capabilities — as their targets are considered — can aim at a given
resource or an existing capability, but also at resource-architecture (Kusnoki et al.
1998). Resource (or knowledge) architectures describe the structure of resource
combinations, the method of how two or more of those components combine which
exist independently and function on the markets, and as a result, are able to satisfy the
needs of a set of buyers. Resource architecture goes beyond organisations and,
consequently, dynamic capabilities that are tied to resource-architecture are basically
dynamic capabilities that are linked to inter-organisational collaborations. Such
capabilities go beyond organisational boundaries and enable the actors in an
organisation, in association with other components in the architecture, to redefine
knowledge for the individual components (Andersson et al. 2008).

When a summary is made for the characteristics of dynamic capabilities, it
becomes clear that dynamic capabilities exist in three basic forms (Teece 2011; 2012):

(1) Sensing capabilities: the capability to identify and evaluate opportunities.
Sensing capabilities encompass the observation and evaluation of phenomena
and the development and evaluation of hypotheses. Such activities require
either managerial insight and vision or the completion of an analytical
process.

(2) Seizing capabilities: the capability to mobilize resources, tap opportunities
and take hold of certain assets. Seizing capabilities are the sum of those
routines and procedures that aim to tap already identified opportunities;
examples include the design of business models, ensuring access to capital,
and the setup of buyer/supplier relationships.
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(3) Transforming capabilities: the capability to continuously renew in order to
implement the changes and improvements within the currently existing
working routines and capabilities. The function of transforming capabilities
is to level out those changes between organisational capabilities that are
triggered by seizing capabilities and, thus, support the management and
maintenance of those organisational areas that accommodate the newly
introduced functions and tasks.

3. Dynamic relationship capabilities

Dynamic relationship capability is a multi-dimensional phenomenon that has been
studied and described by several disciplines. The phenomenon is approached from
many different aspects: strategic management (Gulati 1999, Dyer-Singh 1998), inter-
organisational collaboration (Méller—Halinen 1999, Ayviri-Mdller 2008), dynamic
capabilities (Knight et al. 2005, Vesalainen-Hakala 2014) and organisational learning
and knowledge (Saeedi 2014, Csontos-Szabo 2017). Dynamic relationship (also
termed network) capabilities can be seen as the sum of all those routines, processes,
and patterns of action that allow an organisation to improve its relationship
competence or make use of its collaborations, in other words, to set up its
collaborations with external partners, optimize its relationship portfolio, and allocate
its resources between its partner relationships (Gemiinden et al. 1997, Ritter 1999,
Ritter et al. 2002, Mitrega et al. 2012, Horvath et al. 2018).

Because of the nature of dynamic capabilities, dynamic relationship
capabilities can be described from various aspects. Dynamic relationship capabilities
already have two interpretations: on the one hand, the capability to manage
collaboration — the way this process has been described above — is by itself a form of
dynamic capability that can result in the reconfiguration of organisational capabilities;
on the other hand, based on another approach, the literature identifies an aspect of
dynamic relationship capabilities where the function of dynamic relationship
capabilities is to renew relationship behaviour within organisations. In what follows,
we shall proceed with dynamic relationship capabilities as defined by this latter
meaning.

The literature provides plenty of examples of relationship competence
reconfigurations. From a primarily learning and knowledge-based theory, Jaratt
(2009) looks at dynamic relationship capabilities as the sum of those elements,
learning patterns (learning that helps to advance, to adapt, and includes the use of
knowledge) that can lead to the implementation of relationship management
reconfiguration. As the outcome of her research, Jaratt concludes that the
implementation of reconfiguration relating to relationship management competence
is significantly influenced by organisational culture (the degree and type of learning
orientation), the structure of organisational learning, and the degree of learning (which
helps to advance, and is adaptive) that has been embedded during relationship
management.
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By taking a resource-based and an IMP? relationship-oriented aspect into
consideration, Johnsen-Ford (2006) define the implementation of relationship
competence reconfiguration as a multi-dimensional construct. From the authors’
perspective, the role of dynamic relationship capability (in their own words:
interaction capability) is to enable the collaborating actors to improve their
relationship management. The authors describe dynamic relationship capability as the
product of four capability factors: human interaction capability, technological
interaction capability, organisational structure interaction capability, and cultural
interaction capability. The study by Johnsen-Ford (2006) also clearly demonstrates
that in the literature dynamic relationship capability is a construct that has been, either
explicitly or implicitly, identified or investigated on multiple levels. These results
have all contributed to the interpretation of dynamic relationship capabilities.

Roseira et al. (2013) highlight those features of dynamic relationship
capability that are found on a strategic level. By starting from a dominantly IMP
interaction approach, the authors emphasise the integration of relationship strategy,
interactions, network pictures and organisational positioning. From the perspective of
relationship strategy, the authors highlight that individual experience, background,
and the formation of a cognitive opinion are just as important as the process of such
social interaction which results in the formation of an organisational attitude. The
authors stress that any reconfigurations that are made in the relationship strategy of
an organisation are determined just as much by a reconfiguration in the network
picture/the capability to reconfigure this picture than by the actual change in the
situation itself. Consequently, to maintain a value-creating strategy in inter-
organisational interactions, it is necessary to manage the full experience of all
members within the organisation, the setting or reconfiguration of the perceived
network position, and the formation of the network strategy.

Reinhartz et al. (2004) examine relationship management reconfiguration
capability from a different angle: the perspective of CRM processes. The authors find
that in connection with the composition/modification of relationship processes, there
are three distinctive characteristics. Firstly, there are organisational and industry-
specific characteristics, and the capability to manage the reconfiguration of these
characteristics. Secondly, in the course of relationship process modifications, the
authors highlight the significance of relationship life-cycle evaluation. And thirdly,
the authors point out the management of the diverse distributions of relationship value,
which stays heterogeneous between partners over time.

Finally, when research on the various implementation levels of relationship
management reconfiguration is discussed, Havila and Medlin’s 2012 study has to be
mentioned. The authors focus on those characteristics that are related to the
implementation of change in relationship management activities. From the
perspective of project, relationship, and knowledge management, the authors have
done research on the termination of collaborations, concluding that those behaviour

! Industrial Marketing and Purchasing Group



84 Margit Tarjanyi — Marton Vilmanyi

patterns that are displayed during reconfigurations are always the products of inter-
organisational and extra-organisational elements, where reconfiguration is always
part of a broader network. This network has to be taken into consideration. Experience
that is derived from change related to the implementation of collaborations is
generalized, and the implementation process is affected by the following: experience
(embedded in a process or an organisation) that members in an organisation
(individuals, groups) have and that is available for the completion of a certain task;
the implementation of accessible external (partner) knowledge; and the capability to
manage the outcomes and effects of reconfiguration on the level of personal and
organisational interactions. The study distinguishes between operational and strategic
levels and concludes that when reconfiguration is successfully implemented on each
of these levels then, reciprocally, it is determined that reconfiguration can also be
successfully implemented within the entire organisation.

4. Aim, model and methodology of the study

In our study, we have the following research question: with a change in their size, do
Hungarian business units which operate in an inter-organisation market display any
change in their behaviour with the aim to improving their collaborations? Results by
Eisenhardt-Martin (2000) have demonstrated that depending on industrial dynamics,
the structure of dynamic capabilities displays various differences. In the field of
relationship capabilities, Ayviri-Maller (2000), O’Toole and McGrath (2008) and
Sutton-Brady et al. (2011) have verified the existence of these differences in
connection with the size of business units as well. These facts have heightened our
interest into whether, in the case of Hungarian business units, the characteristics of
dynamic relationship capability that are typical of business organisations change when
there is a change in the size of a business unit.

To operationalize our work, our study has focused on the issue of change
management in collaboration strategy. As conclusions from previous studies have
indicated, dynamic relationship capabilities surface in a rather complex way. Thus,
we tested our hypothesis by placing the strategic dimension of the phenomenon into
focus; on this dimension, the various patterns of reconfiguration dynamics will, by all
means, leave a mark. It has been the goal of our research to examine to what extent
the reconfiguration capability of relationship strategy adjusts when there is a change
in the size of a business unit.

During the design of our research model, we defined the strategic dimension
of dynamic relationship capabilities in the following way: how can an organisation
reconfigure its relationship strategy within the very network where it fulfils its role?
Relying on studies by Teece (2011; 2012) and Roseira et al. (2013), we have defined
the strategic dimension (strategic flexibility) of dynamic relationship capabilities on
four levels:
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—  Perception capability: supports those solutions, tools, and routines that allow
the perception of such experience as s that derive from relationship
interaction.

— evaluation capability: supports those solutions, tools, and routines that, in line
with experience derived from interactions, enable the evaluation of
relationship investments and relationship value.

— learning capability: supports those solutions, tools, and routines that, in line
with relationship value, enable the reconfiguration of the perceived position
and the network picture.

— integrating capability: supports those solutions, tools, and routines that enable
the integration of the reconfigured strategic elements into the practice of an
organisation.

To be able to examine the successful functioning of strategic flexibility, we
have made use of two target variables that fit how we have approached dynamic
relationship capabilities:

—  perceived suitability of relationship capabilities: the level of suitability of
those routines and methods that are utilized for relationships management.

—  perceived success of collaboration: the general level of satisfaction with
partner relationships.

To test the research questions posed in this study, a questionnaire
methodology was made use of and carried out on a nationwide representative sample
between 1 December 2016 and 31 January 2017.

From the Business Units Registry, population data was generated, and with
the assistance of the staff of the Hungarian Central Statistical Office (KSH), a random
sample compiled to represent the target group. After retrieving data on all publicly
available and operational business organisations, we sorted out self-employed
businesses and those that fall into the unknown staff numbers category. Furthermore,
the population data did not include those organisations that were under liquidation,
faced bankruptcy or were being wound up. When we compared the outcome with the
population data, we realized that the item numbers did not match the staff number
category; subsequently we made use of weighing factors. The generated sample was
representative.

The questionnaires were sent to a thousand corporate bodies altogether,
electronically, with the assistance of the staff of the Hungarian Central Statistical
Office. Respondents were given two weeks to fill in the questionnaires, and it was our
request that decision-makers filled in these documents. A 6-point Likert scale was
used to measure the characteristics under scrutiny. 312 corporate bodies returned the
questionnaires at a 30% response rate. Altogether 301 corporate bodies responded to
all of our survey questions, therefore these bodies represent our research sample.

Taking the exploratory nature of this study into consideration, we have made
use of PLS path analysis to examine the influential force of strategic-level flexibility
factors on perceived relationship success and perceived business success (Kazar 2014).
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5. Research outcomes

During the course of this study, we have analysed strategic level dynamic capabilities
along four factors (sensing, evaluation, learning, and integration), while the stable
relationship capability of organisations and the success of inter-organisational
relationships have been measured by one factor each. For the assessment of data, we
have made use of PLS path analysis. The outcomes of the assessment are presented in
Figure 1.

Figure 1 Correlation between strategic flexibility in collaborations and collaboration
success

Perception capability

Evaluation capability

Relationship Perceived success
capability of relationship

Learning capability

Integration capability
Source: Authors’ own work.

The outcomes presented in Figure 1 highlight three significant correlations:

—  Firstly, there is a strong link between those factors that define strategic
flexibility: the perception of the network picture exerts a major (0.769)
influence on how the network picture is evaluated, the evaluation of the
network picture exerts influence on the learning dimension (0.762), while the
learning dimension exerts influence on integration (0.548). The perception of
the network picture explains in 59% of respondents how the network picture
is evaluated, the evaluation of the network picture explains in 58% the
learning dimension, while the learning dimension explains in 30% the
reconfiguration of strategy. The resulting data reflect well on the strong link
between the intertwining categories of sensing, evaluation, learning, and
integration.
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Factors describing strategic flexibility and stable relationship capability have
a weaker correlation than what is demonstrated above; the only significant
one (36%) being between integration capability and stable relationship
capability. However, the explanatory value of the four factors is rather low:
13% overall.

The strategic flexibility and relationship capability of organisations affects
(0.276) the success of organisations, but the explanatory value is very low: 7%.

In the second stage of our research, in line with our research question, we

have divided our sample, based on their staff numbers, into two sets. This resulted in
two groups: (1) businesses that employ 2-50 people and (2) businesses that employ
more than 50 people. To assess the two sample groups, we have again made use of
PLS path analysis. The outcomes of these assessments are presented in Figures 2 and 3.

The following correlations have been established from the research outcomes

linked to businesses that employ between 2-50 people (micro and medium
enterprises):

Similar to the results derived from the entire sample spectrum, there is a strong
link between those factors that define strategic flexibility. The perception of
the network picture exerts a major (0.773) influence on how the network
picture is evaluated, the evaluation of the network picture exerts influence on
the learning dimension (0.756), while the learning dimension exerts influence
on integration (0.531). The perception of the network picture explains in 59%
of responses how the network picture is evaluated, the evaluation of the
network picture explains in 57% the learning dimension, while the learning
dimension explains in 28% the reconfiguration of strategy.

Compared to the entire sample spectrum, there is a weaker (0.271) correlation
between the factors that describe strategic flexibility and stable relationship
capability. Overall, the explanatory value stays very low: 7%.

The strategic flexibility and relationship capability of organisations affects
(0.207) the success of organisations, but the explanatory value is very low:
4%.
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Figure 2 Correlation between strategic flexibility in collaborations and collaboration
success with businesses that employ between 2-50 people

Perception capability

Evaluation capability

Relationship Perceived success
capability of relationship

Learning capability

Integration capability

Source: Authors’ own work.

Figure 3 Correlation between strategic flexibility in collaboration and collaboration
success with businesses that employ more than 50 people

Perception capability

Evaluation capability

Relationship Perceived success
capability of relationship

Learning capability

0.645

Integration capability

Source: Authors’ own work.
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The following correlations have been established from the research outcomes
linked to businesses that employ more than 50 people:

—  Similar to the results derived from the entire sample spectrum, there is a strong
(0.759; 0.793; 0.508) link between those factors that define strategic
flexibility. The explanatory value is also similar to what was measured on the
overall sample spectrum.

—  But compared to the entire sample spectrum, there is a major difference in the
correlation between factors that define strategic flexibility and stable
relationship capability. Dynamic strategic capability exerts a stronger (0.645)
influence on relationship capability, and the explanatory value is also higher
(41%).

—  Strategic flexibility and relationship capability of organisations have a
stronger effect (0.207) on the success of organisations, and the explanatory
value is also higher (31%).

6. Summary

Our current study has achieved two goals: first, it has made an attempt to observe how
strategic level dynamic capability affects relationship capability and perceived
relationship success, and, second, it has examined whether there are any changes in
this model depending on the size of a business.

This study has demonstrated that, in B2B situations, dynamic strategic
capability reveals itself as a clear model. The research outcomes indicate that the
examined characteristics of dynamic strategic capability (perception and evaluation
of the network picture, learning, and modifying strategy) significantly influence each
another.

On the other hand, in B2B situations, dynamic strategic capability exerts a
weak influence on relationship capability and on the perception of collaboration
success. However, when the responses have been examined by taking staff numbers
into consideration, we have identified a compelling distinction. In businesses that
employ between 2-50 people, we have identified a pattern similar to the one that has
emerged from the data related to the overall population spectrum. In businesses that
employ more than 50 people, strategic flexibility exerts a stronger influence on their
stable relationship capability, and, through that, on their perceived relationship
success. This divergence means that in businesses that employ more than 50 people,
it is clearly proven that the pattern of sensing-evaluation-learning-integrating affects
the implementation of collaborative actions. On the other hand, in businesses that
employ less than 50 people, the formation of collaborative behaviour does not clearly
follow the model described in this study but rather occurs along a different pattern.

The research outcomes of our study partly corroborate, partly go beyond those
research outcomes that had previously been demonstrated in this field of study — and
in such a way that further questions arise. Firstly, our results confirm that the structure
of strategic flexibility in entrepreneurships differs from the structure of strategic
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flexibility in larger companies. Secondly, the study discloses the layers of strategic
flexibility in businesses that employ more than 50 people. Thirdly, our results raise
questions for further examination on the issue of strategic flexibility structures in
entrepreneurship.

On the one hand, our results expose those areas that managers of businesses
that employ 50 people should address in order to continuously improve the
relationship capability of their organisations. On the other hand, our results also
demonstrate that such expertise is by no means universal: the adaptation of such
experience to entrepreneurship is not possible, except in limited form.
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The impact of country image, country-of-origin image and
consumer ethnocentrism on purchase decisions: A study about

Azerbaijani food companies’ entry into Hungarian Market

llkin Salmanli — Sevinj Omarli

The main aim of the study is to examine the impact of Azerbaijan’s brand image as a country
on the purchase intentions of Hungarians towards Azerbaijani products. Azerbaijani products
are not on the Hungarian market yet, and this research identifies whether it would be wise for
Azerbaijani food companies to launch their operations in Hungary or not, and what kind of
prejudices and obstacles they would need to cope with so as to be successful. To this end, the
impact of the country image of Azerbaijan, the country-of-origin of Azerbaijani products, and
ethnocentrism among Hungarians on purchase intentions are analyzed to fulfil the objective
of the research. It was identified that the country image of Azerbaijan in Hungary is neither
highly negative nor highly positive because of the fact that Hungarians do not know much
about Azerbaijan. However, values showed and proved that they are likely to have a positive
attitude towards Azerbaijan as a country. As for COI, similar statistics were unearthed, and it
was noticed that Hungarians do not have any objection towards Azerbaijani product COI.
These two variables also confirmed, with statistical analysis of dependent variable of purchase
intentions, there is a relationship between positive country image, COl and purchase
intentions.

Keywords: country image, country-of-origin image, consumer ethnocentrism, purchase
decisions

1. Introduction

The initial interest of this study is to look at the effect that the country image (CI), COI
(COO or COI) and ethnocentrism is likely to have on the purchasing decisions of
consumers towards fast-moving consumer goods. The influence of country-of-origin is
about the impact of one’s generalizations and perceptions on the evaluation of a
particular country’s products and brands (Elliot—-Cameron 1994). Additionally, Elliot—
Cameron (1994) state that COO is the impact of producing country’s image on the
consumer decision-making process, which can be influenced positively or negatively.
COO, as an extrinsic attribute, is used by buyers where they lack tangible
factors. Not surprisingly, the country-of-origin of a product is of a great importance
as an informative sign for consumers in making decisions (Solomon et al. 2016)
Furthermore, globalization (which is a buzz word in the modern day) has
enabled companies to broaden their markets by expanding overseas, and the whole
world has become much smaller than it was thought to be before and, therefore, for
consumers to make a decision has turned out to be a cumbersome task. Willingness to
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buy domestic/foreign products is influenced by country-of-origin and quality
judgement (Cai et al. 2004). As a result, a great deal of research has been conducted
to identify how consumers decide when faced with such a bewildering amount of
choices in market places. Plenty of similar concepts have been unearthed and taken
up in the literature in this context, such as country-of-origin, country image, made-in
country image, country equity, etc. A country image is defined by Martin and Eroglu
(1993), “as the total of all descriptive, inferential and informational beliefs one has
about a particular country. The country image can be utilized by purchasers in product
evaluations when they are not so much adept at defining the true quality of country’s
products before purchases”.

Having a powerful country image along with a commensurate country-of-
origin image is very important nowadays, especially in terms of boosting exports of a
particular country. In light of this, the research problem to be examined is about how
the perception of consumers is impacted by the information they get, and why
consumers give preferences to a particular product focusing on its origin. Given the
nature of similar fast-moving consumer goods (FMCG), how would consumers be
likely to react were they to have no information about the product and vice versa.

The aim of this study is to explore if there is a positive impact of the brand
image of Azerbaijan as a country on purchase intentions in Hungary, and how the
country-of-origin image of Azerbaijani products and ethnocentrism levels among
Hungarians affect purchases of Azerbaijani products by Hungarians in the food
industry. We are looking to find the answer for the following questions: What brand
image does Azerbaijan possess among Hungarian citizens? How favorable is the
opinion Hungarians have of foreign-made products? What are the reactions of
Hungarians towards Azerbaijani-made products? How successfully can an
Azerbaijani food manufacturing company be operating in Hungary?

2. Literature review

2.1. Evolution of the concept of COI

Country-of-origin (COO) and country-of-origin image (COI) are inextricably linked
concepts. COO is exploring the effect of national origin of a certain product which would
impact on consumer assessments and preferences, whilst COIl is the concept which
elaborates more on the particular aspects of the country to drive consumer perception and
attitudes towards products from a given country (Roth—Diamantopoulos 2009).

Having been investigated for in excess of 50 years, the COI concept has
undergone a series of changes in terms of literature richness during this time frame.
Early period studies were carried out to study the effect of country-of-origin as a
product feature, and until the year of 1982, the effect of country-of-origin had been
addressed as the only variable in the studies. Over time, different product groups and
counties were evaluated and studied, and simple experimental designs used as a
method of exploration.
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In the food industry, the investigation of COI is still on the spotlight and
researchers continue to investigate the field intensively. Consumers tend to shy away
from calorific and animal welfare information in case their perception causes
emotional perturbation such as guilt or cognitive dissonance, and knowing the origin
information can serve merely to better results or it can result in the emergence of
negative emotions (Beiermann et al. 2017). Feldmann and Hamm found there were
research gaps in various areas including cross-national comparisons, the influence of
different types of products and food product origin, and they found local food is not
perceived to be very expensive, unlike organic food, however, buyers are prone to
spend a premium for local food rather than the foreign-made (Beiermann et al. 2017).

Based on an extensive literature review of main COO related publications, it is
possible to draw a conclusion that the research field in question still lacks an integrative
theory which could make the COO phenomenon more universal and thus better
understood and utilized. However, persistence of scholars has slowly started to pay off
and an overall picture of the structure of COO seems to be emerging. Researchers are
also keen to identify the process of how consumers incorporate information about
product COOQ in forming their attitudes and expressing their buying intentions.

3. Theoretical Framework

The context and focus areas of this research are presented in the theoretical framework
displayed in Figure 1. The case of Azerbaijani products entering Hungarian markets
enables the creation of the context in which the effect relationship between country
image, COIl, consumer ethnocentrism, and purchase intentions is observed.

The image of a country, in the formulation of the overall image of a product,

is one of the numerous extrinsic cues, such as price and brand name, and consumers
are prone to approach brands based on portrayed positive or negative attitudes of a
given country (Bilkey—Nes 1982). Products from developing countries are perceived
to be riskier in comparison with the products from developed countries. Country
image makes a considerable impact on consumer perception of product quality risk,
purchase intention, and other similar valuables (Tran et al. 2017).
The image of an individual country may vary depending on the issues discussed.
While there are areas where the image of each country is more positive or stronger,
there may, however, be more negative perceptions than these. For example, while
India is reminiscent of the exotic nature of its historical regions, its rapid development
in information technology, and its qualified human power, millions of people living
under the poverty line on the other hand also represent a different aspect of India's
image. Another study investigated that the culture personality is a special case of
country image (Gyulavari-Malota 2018) due to the medley of nations and societies
living in countries.
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Figure 1 The relationship between country image, COI, consumer ethnocentrism
and purchase intentions
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The concept of country image has been the subject of research especially on
the basis of the perception of country-specific products. As a result of the increasing
extent of globalization and international trade, Country-of-Origin Impact is highly
relevant to both academics and practitioners as one of the important factors affecting
purchasing decisions of users. In other words, it would be appropriate to consider the
image of the country a concept that plays an increasingly important role in every
aspect of the development of an overall country, which is related to the preference of
commercial products.

One implication of country image is that, consumers tend to evaluate products
from developed countries as better than less developed ones and, therefore, according
to they use association of brand origin which is considered to be a place, region, or
country to where the brand befits from the its target customers’ point of view (Kilduft—
Tabales 2016). Hence, it can be said that brand origin from a developed country is
valued much more in comparison with less-developed or under-developed countries.
For example, UK products have exclusively strong link with the United Kingdom
which is their brand origin, however, they have less strong associations with an array
of countries worldwide from where their parts are sourced (Eng et al. 2016). The
impact of country-of-origin will be discussed in more detail in the following chapter.

COl is quite similar to brand image where associations with the origin tend to
be meaningful to buyers and, consequently, buyers perceive the origin as a brand. The
stereotypical judgments of the consumers concerning the countries and their products
are the general perception of the quality of the products and services, and of the people
of that country. In other words, consumers, by using COI to establish attitudes towards
products, are stereotypically associating product categories with specific origins.
Thus, it is absolutely essential to understand the consumer perceptions of the country.
(Chattalas et al. 2008).
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In the past, country-of-origin has solely been considered as the place where
the goods were actually manufactured, but after a lot of research conducted in this
field, the definition was later widened by Laroche and his colleagues to include
“country of assembly, country of design, the location where the headquarters are
situated, country of brand and geographic origin of a product” (Laroche et al. 2003).

According to Hong-Wyer (1989), the effects of country-of-origin on
consumer behavior when consumers are given factors as country-of-origin, brand
image or price of a product can be observed in two ways which include the Halo Effect
and the Summary Construct.

A product’s country-of-origin or product-country image influences consumer
evaluations of it, thereby, German cars, Japanese electronic devices, French wines are
distinguished from others and evaluated differently (Roth—Diamantopoulos 2009).
For instance, a variety of products manufactured in China are generally perceived as
cheap and low quality and the attitude towards Chinese products is also negative in
terms of safety. On the other hand, German products, particularly in the automobile
industry, are accepted as being of high quality, durable, and safe which also affects
overall perception of consumers in making a decision to purchase products from the
country (Kerbouche et al. 2012). According to Han (1989), if the consumers are
familiar with product, the COI appears in the form of summary structure, while if there
is no familiarity with products, the evaluation emerges in the form of a Halo Effect.

Country-of-origin can affect consumers in three ways: cognitive, emotional,
and canonical (Verlegh—Steenkamp 1999). To elaborate, consumers giving preference
to products based on the development level of their manufacturing country, and
making judgements over their quality show that country-of-origin impact is, to a great
extent, highly associated with cognitive comprehension. Additionally, having
emotional ties with a certain country, in the framework of country-of-origin, can also
impact on consumer opinions about the products in a positive way or adversely in a
negative way. For example, a person who is fond of France, will be more likely to
possess positive attitudes towards French products while a person who detests France
will be prone to avoid French products on accounts of his negative opinion of France
(Vesela—Zich 2015).

As a matter of fact, a positive impact of country-of-origin on the evaluation
of products is observed for developed countries. However, as Balabanis—
Diamantopoulos (2011) state, it is not only because of those countries’ economic
power, but also their cultural and technological development that play a great role,
because it is not only for reasons of economic development that consumers buy French
wine, German cars or Italian clothes, there are some other factors as well. Considering
halo impact, consumer decisions are formed by their perceptions about countries and
when there is insufficient familiarity with products, COI directly affects the
purchasing decisions of consumers (Balabanis—Diamantopoulos 2011).

Along with halo-effect, Han (1989) determined another type of cognitive
process called Summary Construct which is inextricably linked to Country Image
influences. The main difference between the Halo Effect and the Summary Construct
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is whether the buyers of certain products are aware of or familiar with their country-
of-origin or not, and where consumers are informed about the product originating
from another country, the Summary Construct model is activated. Summary Construct
is more considerable, by having a direct effect on consumer evaluations, and this
construct with an array of information consumers possess about country, brands
retrieve easily upon assessment (Han 1989).

Figure 2 Halo impact, Adapted by Han (1989)
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Figure 3 Summary Construct, Adapted by Han (1989)

Purchase

Intentions

Product
Evaluations

]I:> Country image |:>[

Source: Han (1989)

As shown in Figures 2 and 3, consumers develop their intention to purchase
directly or indirectly through the framework of Halo Effect or Summary Construct
mechanism owing to the influence of their prior knowledge, attitudes, beliefs, and
country image perception about a certain country.

A long history of consumers' reactions to products, and about 1,200 studies

on the country and its impact on origin, show that the effect of the country-of-origin
is an important issue in international marketing. Examples related to the researches
are listed below:
Akira Nagashima's research in 1970 found that the image of the country-of-origin is
highly affected by familiarity with a particular country, the ease of buying the
country's product, and the stereotypical reputation of that country. Some products
representing countries have been seen to affect the overall image of the country. For
example; popular products such as Coca Cola, Chevrolet, Ford, IBM, and Sunkist
favor and positively affect American goods in a great number of countries such as
Japan. On the other hand, Japan's leading products such as Sony, Nikon, Toyota and
Honda are positively affecting the image of Japanese products on the American
market. In this case, the poor image of Japanese products is improved by customer
satisfaction results (Nagashimal1970).
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Ahmad Zafar and his colleagues conducted a study in 2004 that revealed that
the origin country played a role in evaluating low involvement products but had a
weak influence. The purchase decision in this product category is of minor importance
and, therefore, consumers pay little attention to signs such as country-of-origin.
Consumers will prefer popular, frequently preferred, and popular products instead of
habits. However, the brand is more important than the country-of-origin in evaluating
low-involvement products (Ahmed et al. 2004).

In a study conducted in Lithuania, Urbonavicius and his colleagues identified
the automobile as a high involvement product class, revealing that the effect of the
country-of-origin on the decision to buy a car was a significant effect (Urbonaviéius
et al. 2007).

According to Ozturk and Cakir’s findings based on the research which was
done in 2015, on the basis of various cultural patterns in different countries, the
country-of-origin effect varies between cultures. Evaluators and conceptual responses
show that individualist cultures value their country's products more positively, while
only being competitive. The collectivists, on the other hand, came to the conclusion
that they evaluated their country products positively, regardless of the superiority of
the product. These results show that in strategies based on country-of-origin, it is
necessary to take intercultural information into consideration. In another study they
conducted, they investigated how new information was influenced as a determining
factor in country-of-origin assessment. This research has shown that motivation,
processing goals, and the type of information affect intergenerationally intertwined
country-of-origin evaluations (Ozturk—Cakir 2015).

Yunus—Rashid, who were researching Malaysian consumers on Chinese
mobile phone preferences, found that "Made in China" products can be seen
everywhere in international markets but still have negative effects on consumers.
However, it has been observed by researchers that since China became the second
largest economy after the United States, this situation has gradually changed.
Ultimately, this research concludes that Chinese origin information has a positive
effect on the intention of Malaysian consumers to purchase in terms of Chinese brand
telephone makes (Yunus—Rashid 2016).

4. Importance of Country-of-origin in the assessment of product from consumer
perspective

Country-of-origin information encompasses a trait that is external to the product itself,
serving as a surrogate for quality, performance, prestige etc. which cannot be precisely
measured. The studies of COO-image, perceived product quality and risk have
suggested that different COO-image in terms of a country’s economic development
influence the perceived product quality and risks (Laroche et al. 2003).

Obviously, by triggering the perceptions of the manufacturing country and
general quality of products manufactured in a certain country, the COO-image may
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have a positive or negative effect on the interpretation of other available information
of product attributes and features (Magnusson et al, 2013). Some countries are
successful in establishing a unique reputation for specific products. For example,
Japan is known for technology especially in cars, cameras, and consumer electronics,
France for perfumes, and Switzerland for chocolate (Aichner 2014). Furthermore,
Swiss watches, French cosmetics and Argentinean beef are generally considered to be
of high quality just because of their origin. Research found that the COO-image works
as an information-cue regarding the quality, reliability, dependability, and value for
money of the product when more specific information is not readily available (Roth—
Romeo 1992). Research further concluded that in international marketing, the
association between COO and perceived quality plays the foremost role in evaluating
the product image even before the brand name (Magnusson et al. 2013). Similarly, the
COO-image effects on a new brand have a similar role to family branding where the
COO-image is generalized for the new brand (Ozturk—Cakir 2015). However, research
suggested that the association between the COO-image and perceived quality can be
moderated by some factors such as price and strong brand name (Aichner 2014).

According to Sharma (2011), COO-effects are also related to perceived risk,
which has three dimensions: social, financial, and performance. Consumers have no
favorable attitudes and lower intentions to purchase goods produced in countries with
high perceived risk in terms of performance (Verleegh—Steenkamp 1999). Research
has suggested that consumers perceive social and financial risk related to the products
that are manufactured in a given country based on its manufacturing infrastructure,
marketing sophistication and level of economic development (Sharma 2011).
Consumer perceptions of perceived risk related to the product, together with perceived
quality are important as they affect the consumer’s choice of buying a product
(Magnusson et al. 2013). The COO may be perceived as a risk evaluator, in which
consumers perceive greater risk in purchasing products from countries with a poor
reputation and image (Chattalas et al. 2008). On the other hand, they may seek to
enhance their status by purchasing products from countries with a positive repute and
image (Bilkey—Nes 1982). A research study by Sharma (2011) found that consumers
in emerging markets show negative perceptions of the quality of products made in
other emerging markets coupled with low purchase intentions due to higher perceived
risks. Even with the recent boom of manufacturing in China and increased acceptance
of Chinese products among consumers in other emerging markets such as India,
consumers in Western countries have negative attitudes towards Chinese products due
to quality concerns (Hamin et al. 2014).

Safety concerns, food safety issues, and harm associated with food brands are
also topics of great importance nowadays. Consumers often construct product
evaluations with incomplete information when they evaluate products in a retail stores
and, therefore, consumers seem likely to make attribute-related inferences when
country-of-origin information is disclosed in such restricted information provision
environments (Tran et al. 2017). Berry et al. (2015) propose that a country-of-origin
label inevitably activates general perceptions based on the specific country-of-origin,
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which influences product-related inferences. Specifically, inferences related to food
safety, taste, and freshness are highly positive for some countries and less positive for
other countries. No wonder these attributes are likely to have a corresponding effect
on the purchase intentions, and COO labelling is utilized as a cue in the evaluation of
food-related attributes (Tran et al. 2017).

5. Consumer ethnocentrism

The concept of ethnocentrism, introduced by William Graham in 1906, is defined as
“individuals tend to view their own group as superior to others”, and are reluctant to
deny things that are different and admit things that are alike with other groups (Cilingir
2014). According to this concept, people become highly proud of their own ethnic and
social groups’ norms and symbols while they regard other groups’ norms and
traditions as not important as theirs. Not surprisingly, ethnocentrism plays an
important role in helping social, ethnic groups maintain unity (Abdolvand et al. 2016).

Consumer ethnocentrism is the dimension of ethnocentrism in consumer
behavior studies, and it depicts more of consumption habits or feelings of consumers
towards consumption (Sharma—Shimp 1995). As the product is the focal point of
consumer consumption, the impact of product categories on ethnocentrism level is
inevitable. To illustrate, in Russia the level of ethnocentrism in the consumption of
fast-moving consumer goods is very high, whilst in more durable and long-lasting
products such as electronics the level is very low.

Consumer ethnocentrism is an unavoidable phenomenon, still pervasive in the
developing world. Some researchers have proved positive regard towards foreign
goods from consumers and some have very severe opposition towards foreign
products (Acikdilli et al. 2017). For instance, the demand for foreign goods has always
been very high in India and this is due to the fact that Indian consumers seek status
symbols, being burdened with inferiority complex, however, when it comes to Turkey,
a developing country, consumers, based on the assumption that purchasing foreign
product hurts the national economy, are inclined to avoid foreign products (Acikdilli
et al. 2017).

Two important concepts; "The influence of the country-of-origin” and
"consumer ethnocentrism"” are two concepts that are closely related to one another,
even though they are handled independently (Cilingir 2014). For the non-ethnocentric
consumers, the country-of-origin is based on the ethnocentric relationship of the
country-of-origin, accentuating that it is not essential where the foreign products are
produced, but preference for those products that are beneficial in terms of other
factors. Consumer ethnocentrism is a stimulus that motivates people to favor the
products of their own country. The effect of country-of-origin is a factor that may
cause individuals to prejudge their perceptions and make decisions in advance.
Consumers who are sensitive to the country-of-origin of the products they don’t buy,
don’t have to be ethnocentric, whereas ethnocentric consumers have to be extremely



102 Ilkin Salmanli — Sevinj Omarli

sensitive about the country-of-origin of the products they purchase (Balabanis et al.
2001). According to Thelen, the most important factor for consumers with low
ethnocentrism is the price, while the most important factor for consumers with high
ethnocentrism is the concept of country-of-origin (Thelen et al. 2006).

The characteristics of consumer ethnocentrism have been described by
Sharma et al. (1995) in three different terms:

1. This is due to the loss of control over the interests of the individual against
the adverse consequences that one may have for himself and for others
through buying imports and imported goods, owing to the excessive love and
affection he has for his own country

2. Consumer ethnocentrism involves the importance of the inclination towards
the rejection of foreign products. For consumers with a high level of
ethnocentrism, buying a foreign product is not only economically relevant but
also a moral issue. This moral issue leads consumers to buy domestic
products, even if they are inferior in quality compared to foreign products.
The purchase of domestic products is better, more accurate, more desirable
and more nationalistic - patriotic behaviors, and the purchase of foreign
products is intolerable, unwanted, and irresponsible.

3. Although the consumer in a social system thinks that the total level of
ethnocentrism is the aggregation of individual tendencies, when viewed at the
individual level, this represents a negative attitude towards foreign products.

As a result of research, it has been determined that many factors contribute to the
formulation and development of consumer ethnocentrism. Ethnocentric tendencies, at
the individual consumer level, are found in much of the individual's socialization
experience. The first reason that comes to mind as a means of socialization is the
family, and social extensions such as intellectuals, friends, and the mass media which
influence the individual's development of ethnocentrism from early childhood. Just as
a child accepts the religion that his or her family believes and follows its worship and
lifestyle changes accordingly, consumer ethnocentrism begins to develop in the same
way in childhood. If the level of ethnocentrism in the family is high, the child will be
affected by these behaviors and the behavior against foreign products will be affected
for this reason (Erdogan—Burucuoglu 2016).

The increase in ethnocentric trends towards indigenous products is increasing,
especially in national security issues and economic crises (Lusk et al. 2006). The
terrorist attack on the United States on September 11, 2001 caused considerable
changes in the country and affected its population. This terrorist attack on American
soil has brought a new sense of protection that is unparalleled in the history of the
country. That is why Americans have a different perspective on their own country and
world. These changes manifest themselves in areas ranging from voluntary work to
charitable work and consumption habits. Recent surveys, after these attacks, show that
the public is embracing the slogan of "Buy American goods" to an even greater extent
now (Kam-Kinder 2007)
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The sentiments of nationalism and patriotism are among the factors that trigger
consumer ethnocentrism. The survey of Balabanis et al. (2001) on the existence of
these elements showed that nationalism and patriotic feelings cause consumer
ethnocentrism and these factors significantly affect consumer purchasing preferences
for domestic and foreign products, According to the survey sample consumer
ethnocentrism of the two countries relations with Turkey and the Czech Republic
citizens were examined. While the Turks advocated increasing ethnocentrising as the
level of patriotism rose, the Czechs' nationalist sentiment was found to be the most
important factor causing ethnocentrism (Siamagka—Balabanis 2015).

All in all, ethnocentrism is a universal issue, and sources of past intercultural
consumer behavior show us that the nationalist, patriotic, and ethnocentric tendencies
of consumers influence the preference of domestic and foreign products. Positive
effects are encountered when these concepts are investigated in countries where
production of domestic products is limited in comparison to imported goods. Even if
consumers conceive that imported products are necessary, they opt to buy domestic
alternative in the interests of contributing to the country's economy, and it clearly
results in the decrease of the unemployment rate and raise in the national economic
level (Erdogan—Burucuoglu 2016).

6. Cl, COl influence on decision process.

Consumers' consideration of country-of-origin when buying a product has increased
the importance of studies on country-of-origin for businesses that want to evaluate
every opportunity to increase their sales. In this regard, some researchers have fallen
into disagreement and some have rejected other findings while agreeing that the
country's origin has an effect on the purchase decision.

Johansson et al. (1994) carried out a study on the subject of selling a product
of a low image country in the US. It was found that the consumer of products of
Russian origin agriculture is quite satisfied and affected by the features and thus the
effect of the country-of-origin effect on product sales was not observed (Johansson et
al. 1994). In another study, the impact of the country's origin on luxury goods was
investigated and it was seen that the brand name was the most important factor in the
purchase decision, while the country name had little effect on the purchase intention

Lin—Chen (2006) have suggested that the country's origin is a major influence
in Taiwanese decisions to purchase insurance and catering services. The authors asked
about the country-of-origin, the product information (how much information about
the consumer product) and the product dependency (how much thought before
considering the consumer product) to provide insurance and catering services to
Taiwanese. Correlation analysis in this regard resulted in the following findings:
Country image has a positive influence on the decision to purchase original goods;
product information has a positive influence on the decision to buy; product loyalty
has a positive effect on the purchase decision; the country origin effect of the
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consumer was not affected by product dependency; the effect of product information
level was not influenced by product dependency (Lin—Chen 2006).

Ozturk—Cakir (2015) found that Turkish consumers prefer Turkish products
rather than foreign-made products in certain product categories. However, they also
show that rich Turkish people are more inclined towards foreign-origin products.
Especially, it is observed that Turks aged between 33 and 40 have a stronger tendency
to purchase foreign products. Along with this, many families and families with higher
education levels are more interested in foreign products (Ozturk—Cakir 2015).

Vendrell-Herrero et al. (2018) have suggested that there is no impact of
country of origin for digital products in the UK. There are, in general, studies that
argue that the product's country-of-origin has little or no effect on the purchasing
decision. Nonetheless, other researchers have been working on proving the influence
of COI on purchasing in different product categories and have found different results.

As a result, although some studies claim that the effect of the country origin
has no effect on the purchasing decision, many studies have achieved results that
support COI influence in purchasing products. This effect has produced different
results depending on the consumers and what the products or services received are.

7. Influence of ethnocentrism on decision process

Ethnocentrism is a universal issue, and sources of past intercultural consumer
behavior show us that the nationalist, patriotic, and ethnocentric tendencies of
consumers influence the preference of domestic and foreign products. Positive effects
are encountered when these concepts are investigated in countries where production
of domestic products against imported goods is limited. Even though consumers think
that imported products are necessary, they prefer to buy a domestic alternative because
of the contribution of this to the country's economy. These results clearly show that
the unemployment rate and the national economic level raise the ethnocentric level.

Kavak-Gumusoglu (2007) identified ethnocentrism as having a significant
influence over the intention to purchase. While Turkish consumers were investigating
the effects of ethnocentrism on fast food preferences, they found that consumers with
high ethnocentric preference opt for Doner Kebab and consumers with low
ethnocentric preference prefer McDonald's (Kavak—Gumusoglu 2007)

Erdogan—Burucuoglu (2016) identified the fact that consumer ethnocentrism
alone has not had a major effect, and that the relationship between product evaluation
and the influence of country-of-origin is also negatively affected. Research has found
that among consumers with high ethnocentric and low ethnocentric levels, consumers
with high ethnocentric levels are more influenced by products of the local brand than
those with low ethnocentric levels in product evaluation.

In the research conducted by Garmatjuk—Parts (2015), it is shown that
ethnocentric tendencies are significantly related to demographic characteristics. For
example, when the level of education increases, the ethnocentric tendency has been
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found to decrease. In addition, it has been observed that young people and high-
income individuals are less ethnocentric than older and lesser-income consumers, and
that males have less ethnocentric behavior than females. Consumers with a high
ethnocentric level had a negative attitude towards foreign products but a positive
attitude toward domestic products. This study also concluded that people are much
more willing to purchase non-domestic skin care products in Estonia and that this was
not a matter of irresponsibility or erro on the part of consumers (Garmatjuk—Parts 2015).

Balogh et al. (2016) found that people with high ethnocentric inclination pay
attention to where a product is produced. It is also observed that individuals with high
ethnocentric inclination have a higher positive attitude that the country where the
brand is from will inform the quality of the product. Another result is that people with
high ethnocentric inclination respond more positively to the perception that the
product quality produced in underdeveloped countries is lower than in other countries.
It has been observed that consumer evaluations of domestic and foreign products
differ according to ethnocentrism ratios in an established study. It is observed that
individuals with high ethnocentric levels have a low level of brand loyalty during
product evaluation. As a result of these reasons, consumers have exhibited negative
results in purchasing foreign products in order to protect the domestic economy and
business power (Balogh et al. 2016).

In Silili-Karunarathna's research, consumer ethnocentrism has been studied
as one of the main factors affecting the intention to purchase on many global markets.
In a study examining the intentions of Sri Lankan youth to buy domestic brands, it
was concluded that the consumer has a positive effect on the intention to buy
ethnocentrically, and that the demographic characteristics of the young consumers are
higher than those of the low-income young consumers (Silili-Karuharathna 2014).

Mohammad Ali Abdolvand and his colleagues have explored the relationship
between consumer awareness, ethnocentrism and loyalty in international brands in an
investigation they conducted in Tehran, capital of Iran. In the research, it was
concluded that consumer awareness is consumer ethnocentrism and consumer loyalty,
and consumer ethnocentrism has an effect on consumer loyalty. In addition, there is a
belief that domestic brands are better quality than foreign brands for ethnocentric
consumers (Abdolvand et al. 2016).

Awdziej and his colleagues have done a research on local and foreign food
product preferences among Polish consumers and they have reached the result that the
ethnocentric level of the consumer increases as age progresses. Again, in the study, it
has been found that the ethnocentric level of the consumer does not change according
to sex, and the ethnocentric level does not decrease as the consumer grows wealthier.
In addition to these results, it was observed that Polish consumers were exposed to
foreign food products together with local food products (Awdziej et al. 2016)

Chiciudean and his colleagues studied Romanian consumers, the conclusion
being that the CETSCALE scale was useful in determining the ethnocentric levels of
consumers because it helped to determine the trends in the local product decision-
making process (Chiciudea et al. 2015)
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This review leads to the following hypotheses:

H1 High level of country image has a positive impact on consumers which lead
to high purchase intentions
Similarly, considering positive COI causes more inclination to purchase from those
countries, it inevitably has a positive impact on purchase decisions. For this reason,
the next hypothesis will be as follows:

H2 High level of COI has a positive impact on consumers leading to high
purchase intentions
When we look at the previous definitions and evaluations in evaluating the concept of
consumer ethnocentrism, the origin of the products in consumer choice will be
effective when we consider the concept of ethnocentrism only as nationalism. If we
look at it in a broader sense, we can think of consumer ethnocentrism as being
effective in selecting the economic, social, cultural, and social environment of the
person. As mentioned before, high level of ethnocentrism leads to low level of
willingness to purchase foreign products. Therefore, the next hypothesis will be as the
following:

H3 High level of ethnocentrism has a corresponding negative impact on
consumer which lead to low purchase intentions.

8. Methodology

8.1. Research Design

Data is gathered through the Internet to give a clear idea about Azerbaijan as a country
and its leading companies which could potentially become huge exporters in the food
industry. Later, based on the primary data obtained from questionnaire distributed
among Hungarians, quantitative method technique is used to understand the brand
image of Azerbaijan as a country, the COIl of products from Azerbaijan, the
ethnocentrism of Hungarian consumers and their relative impact on Hungarian
consumer purchase intentions.

In order to evaluate the perception of Hungarians about Azerbaijan, country
image scale by Martin and Eroglu (1993) and from Jenes (2012) is used, where the
respondents are asked with 21 questions to rate the country based on the Likert scale
ranging from one to seven.

Turning to the perception of country-of-origin, the scale from Pisharodi—
Parameswaran (1994) was adapted and respondents were asked nine one to seven
Likert questions to evaluate their perception of Azerbaijani products. The level of
ethnocentrism among Hungarian citizens is analyzed by CETSCALE which was
developed by Shimp-Sharma (1995), where the respondents are asked nine questions
to rate the questions with 1 to 7 on the Likert scale.



The impact of country image, country-of-origin image and consumer ethnocentrism... 107

The study is based on quantitative analysis by using regression analysis with
3 independent variables: country image, COIl, and ethnocentrism level. The dependent
variable of the study is the purchase intentions of the individuals which helps find
out whether the independent variables affect the dependent variable in a positive
way or not.

The validity of the first hypothesis is investigated by devoting the first part of
survey to it which only contains questions about the evaluation of country image. In
the second part of the survey, respondents are asked about their perception of the COI
of Azerbaijani products. At the final level, respondents give their input based on the
questions related to ethnocentrism and they also evaluate the dependent variable to
what extent they would be willing to purchase Azerbaijani products.

All the analysis of primary data is made by using SPSS software tools.

8.2. Data Collection

In this research, the survey was distributed on the Internet by using the power of social
media networks and the company email server of Deutsche Telekom. All questions
were clear, and participants read and responded to each individual question. The
sample size stood at 170 respondents. Females constituted 51% of all respondents
whilst male respondents were slightly less at 49%. The largest age group partaking in
the survey were 25-35-year-old respondents at slightly more than half the population.

9. Data Analysis

Country image scales consisted of 21 items and this scale was adapted from Martin—
Eroglu (1993) and Jenes (2012). In order to check the reliability of the scales,
Cronbach’s Alpha is applied. The value is 0.867 for Country image, 0.775 is for COI
scales, 0.838 is for Ethnocentrism scale, 0.818 is for Purchase intention scale (own
developed). The alpha coefficient for all scales js very high, suggesting that the items
have relatively high internal consistency as the reliability coefficients are higher than
0.70, which is considered acceptable.

Table 1 Model Summary

Model Summary®

Model R R Adjusted R Std. Error of Durbin-
Square Square the Estimate Watson
1 4682 219 .205 1.32099 2.248

a. Predictors: (Constant), Ethnocentrism, Country_image, Country_of _origin_image
b. Dependent Variable: Purchase_intentions

Source: SPSS output based on a compilation of authors
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It is found that the adjusted R? of our model is .205 with the R* = .219. This
means that the linear regression explains 21.9% of the variance in the data.

The Durbin-Watson d = 2.248, which is between the two critical values of 1.5
< d < 2.5. Therefore, we can assume that there is no first order linear auto-correlation
in our multiple linear regression data.

Table 2 F test

ANOVA?
ol SS(qul:gr?; df S'\(;ISZFe F Sig.
1 Regression 81285 3 27095 15527 000"
Residual 280.672 166 1.745
Total 370.957 169

a. Dependent Variable: Purchase_intentions
b. Predictors: (Constant), Ethnocentrism, Country image, Country of origin_image

Source: SPSS output based on a compilation of authors

The linear regression’s F-test has the null hypothesis that the model explains
zero variance in the dependent variable (in other words R? = 0). The F-test is highly
significant, thus we can assume that the model explains a significant amount of the
variance in purchase intentions.

Table 3 Coefficients?

0,
Unstandardized Standardized QSSOA) . Collinearity
e L Confidence Correlations .
Coefficients Coefficients . Statistics
Model t  Sig. _Interval for B
Std. Lower Upper Zero- .
B Error Beta Bound Bound order Partial Part Tolerance VIF
(Constant) 0.024 0.674 0.036 0.972 -1.307 1.355
Country_
image 0.715 0.171 0.344 4.177 0.000 0.377 1.053 0.442 0.308 0.286 0.694 1.441
Country_
or(i)gi_n 0.369 0.176 0.173 2.096 0.038 0.021 0.717 0.367 0.161 0.144 0.690 1.448
image
cE;rtTlts)m 0.054 0.090 0.042  0.603 0.547 -0.123 0.232 0.082 0.047 0.041 0.990 1.010

a. Dependent Variable: Purchase_intentions

Source: SPSS output based on a compilation of authors
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Table 3 shows the multiple linear regression estimates including the intercept
and the significance levels. Subsequent analysis was run with the following statistically
significant variables: country image and COI. Each variable has tolerance value in order
of 0.694 and 0.690 and for both variables over 0.10, VIF value less than 10.

For this regression model F-value was significant for country image (0.00)
and COI (0.033). (sig. = .00 <.05) meaning that the model was statistically significant
(p= .00). Therefore, both of the independent variables, namely, Cl and COI can
explain purchase intention.

Regression analysis found that Ethnocentrism was not statistically significant
(p-value = 0,547) and it means that we have to reject H3, that a high level of
ethnocentrism has a corresponding negative impact on the consumer leading to low
purchase intentions or vice versa. There is no identifiable relationship.

According to the regression analysis, the coefficient of determination is 0.344
which means that 34.4 % of the purchase intention can be explained by country image
and 17.3% of purchase intention can be explained by the country-of-origin image in
this regression model. The following equation for predicting customer satisfaction
was obtained:

Purchase intention = B0 + 0.re344 (Country Image) + 0.173 (COO) + ¢

We accept H1 and H2 hypotheses, which a positive country image has a
corresponding positive impact on consumers which leads to high purchase intentions,
and positive COI has a corresponding positive impact on consumer which leads to
high purchase intentions.

10. Conclusion

The main aim of this research was to explore the impact of the country image of
Azerbaijan in Hungary, its products’ COI in Hungarians minds, and the effect of
Hungarian ethnocentrism on purchase intentions towards Azerbaijani food products.
For the research part, the theory was put into the practice with the help of the data
obtained through survey. It was identified that the country image of Azerbaijan in
Hungary is neither highly negative nor highly positive, simply because of the fact that
Hungarians do not know much about Azerbaijan. However, values showed and proved
that they are likely to have a positive attitude towards Azerbaijan as a country. As for
COl, similar statistics resulted, and it was noticed that Hungarians do not have any
objection towards Azerbaijani product COI. These two variables also confirmed, with
statistical analysis of dependent variable of purchase intentions, that there is a
relationship between positive relationship country image, COIl and purchase
intentions.

On the other hand, the study notes that this research did not provide statistical
evidence for any relationship between ethnocentrism and purchase intention.
However, there is, certainly, a large amount of research in the literature both proving
the positive relationship and rejecting it.
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11. Contribution and implications of the research

The research contributes to the existing information on Hungarian opinion of
Azerbaijan and Azerbaijani products. It is an undeniable fact that the literature
provides countless pieces of academic researches, articles about Cl, COO and their
impact on purchase intentions, however, there was not a single piece of information
specifically regarding the relationship between Hungarian consumers and Azerbaijan
asa COO.

Additionally, this research, by analyzing Hungarians’ perceptions of
Azerbaijan in a quantitative way, paves the way for Azerbaijani food companies in
terms of making their task of market analysis more straightforward. The companies
previously mentioned before such as AzGranata, Azersun and Veyseloglu could
harness this advantage to make their entry to Hungary. However, one obstacle will
also have to be overcome in the shape of intensive and integrated marketing plan to
increase awareness of both Azerbajan and its products. In order to create a proper
image and position for the country, firstly the current situation should be assessed and
the strategy for how to reach the determined target prepared based on the current
situation. Otherwise, the goals and targets will be unsuccessful no matter how rational
the strategist and the strategic plan prepared. Because any such plans will only be
believable and to be relied upon as a sound basis if the current situation is taken into
consideration.

12. Limitations and Further research

Due to the target group which had to consist of solely Hungarians, along with time
pressure, the sample size of the survey consisted of only 170 subjects. Additionally,
the respondents surveyed were largely English-speaking urban people living in
Budapest. Therefore, it would not be justifiable to make widespread generalizations
about the whole Hungarian population.

Furthermore, the third hypothesis could not be proven owing to the fact that
data received from the survey was not significant enough to measure the influence on
purchase intentions. Therefore, the research cannot say whether ethnocentrism affects
the purchase intentions in a positive or negative way.

Last but not least, there is a great scarcity of respondents in the age group of
55-64, which is represented by only one respondent.

The sample set of the research is not very widespread and consists of English-
speaking urban people of Hungary. For further research, it would be advisable to
consider the whole of Hungary, and to hear the opinions of people living in other cities
and regions.

Moreover, in the sample the age group of 55-64 is merely represented with
one person only, and there is no respondent from older age groups. For this reason, it
would be better if the further researches focus on older age groups, as well, in order
to get more comprehensive and thorough data.
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Tactical marketing decisions of managers in times of crisis

Qatar Airways Company, Grounded Theory

Sevinj Omarli

This research study is conducted with the primary aim of exploring tactical marketing
decisions of managers in times of crisis; using Qatar Airways Company as a sample. The main
purpose of the study is to determine which factors impact on the tactical marketing decisions
of managers and what marketing activities are applied in times of crisis. The interviews with
marketing information executives were analyzed using grounded theory methodology. Data
analysis in the study followed Strauss and Corbin (1990) coding processes. 4500 coding
materials were analyzed in two interviews. Results indicated that four major components
marketing strategy of a company, marketing informational system (MIS), environmental
factors, and internal restrictions and limitations of the company - play important roles in the
decision-making process of managers in the crisis period. It was determined that if a company
makes tactical promotional decisions such as proposing new campaigns, placing
advertisements at local websites and tourism agencies, allocating budget for promoting the
website as a sales channel, they will get positive outcomes during crisis periods.

Keywords: Crisis, Tactical decision, Marketing activities, Grounded Theory

1. Introduction

Economic difficulty influences customers to change their buying behavior. Not only
customers but also companies make changes in their marketing policy to provide
better service and to fulfill the new customer preferences.

In crisis periods, companies make very significant adaptations in their
marketing strategy. Crisis situations are an integrable characteristic of corporate
behavior in the market economy. Given the need for external environmental factors;
internally, managers should set up a plan for anti-crisis corporate activity and
adaptation in order to stabilize the process. Rollins et al. (2014) examined B2B
companies and determined that they quickly adapt to the crisis, they reallocate their
marketing investments, and change marketing strategy.

2. Literature Review

Crisis may have an important impact on company performance, however its impact is
not the same for every firm. Some companies consider crisis as an opportunity to
strengthen their business and follow an aggressive marketing approach. According to
Srinivasan et al. (2005), proactive marketing leads to superior business performance
even during recession. Another author, Mirjavadi (2015) determined that the
marketing strategy impacted on business performance during the recession in Iran and
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confirmed the role of proactive marketing in improving market and business
performance. Similar results were found that companies modifying their strategies in
times of crises can improve their performance.

In the table below, you can see some studies in the literature that pointed to
the importance of marketing activities in a crisis period.

Table 1 The Literature on the Marketing Impacts of Crisis.

Subject Research Topic Source
The impact factor of crisis on marketing in  Rollins et al.
the United States., field interviews (2014)

Tackling A Crisis Smoothly, synthesis of
business practice and academic theories

Kitching et al. (2009)

The impact of economic downturns on Rollinsetal.

General effects marketing - - — (2014)

of the crisis The_ recent I_|teratur§ review of crisis, Latham and Braun
providing the integrative framework (2011)
Economic crisis impacts on companies, Koksal and Ozgiil
assessment of the effects of marketing (2007)
strategies on company performance in such
conditions, survey, Turkey
Propose the construct of proactive marketing  Srinivasan et al. (2005)
Time series analysis of advertising and Graham and
promotional expenditures on firms’ earnings, Frankenberger (2011)
a differential impact of crisis
Meta-analysis of extant research on O'Malley etal. (2011)
marketing expenditure during recessions.
Marketing’s contribution to the profitability ~Chouliaras et al.
of Greek enterprises during the economic (2015)

Marketi crisis

Bl?(; ggtlng The Impact of Proactive Strategies on Market  Gyulavari, Kolos

Performance in Economic Downturn: The
Case of Hungary

(2015)

Whether firms should spend more on
research and development and advertising in
recessions., large panel of US firms.

Srinivasan et al. (2011)

Firm- and industry-level antecedents of
advertising spending during economic
contractions

Ozturan, et al.
(2014)

Source: own study

Decreasing the marketing budget is the typical reaction of companies in crisis
periods. Retrenching or investing seem to be critical decisions in crisis times.
Companies face pressure to decrease marketing expenditures sacrificing future sales
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and profits (Gyulavari—Kolos 2015). On the other hand, proactive firms have the
chance to improve their competitive advantage (O’Malley et al. 2011). Contrary to
this, companies can also benefit from the increasing number of Internet users and of
different and innovative low-cost online advertising (Quelch—Jocz 2009).

If a manager assertively decides to apply promotion technigques such as
coupons, bonuses, free samples etc. in a crisis period, it can positively affect the
customer, and achieve value immediately or improve company performance. Other
studies suggest that during the crisis, the best strategy for companies is to change
distribution policy. In this way, companies can eliminate inefficient channels and
intermediaries, and reallocate limited resources (Ang et al. 2000, Koksal-Ozgiil 2007)
When companies change their promotional strategies during and after the crisis, sales
income and market share can be increased.

Every company has constant interaction with its surroundings. In this context
environmental factors affect companies quite strongly. In the decision-making
process, managers should take environmental factors into consideration during the
crisis. The company has a mutual and continuous relationship with its surroundings
in the open system model. Managerial decisions making and behaviors should be
based on the interaction model considering many factors, both internal and external.
According to Omarli (2017), the manager's deep knowledge of environmental factors
such as competitors, economic crisis, politics and so on are very important to achieve
success in companies. Another study conducted by Graham (2004) found 46 strategic
marketing decisions from 32 small businesses. The author held six in-depth interviews
in designing and implementing a theoretical research framework in the strategic
decision-making process. It was found that the external contextual factors are strongly
affected by decision-making processes. Companies are directly impacted upon by all
types of fluctuations and adjustments in general environmental factors. As examples
of external contextual factors, stakeholders, competition, technology, macroeconomic
indicators (financial credit. interest rate, inflation), and regulation (political-legal) etc.
were cited.

On the other hand, the general environmental factors mentioned above also
involve local environmental factors affecting companies and their actions. For
example, during economic crisis times, customers are impacted and therefore stop
purchasing. As a result, competitors face challenges in finding new customers by
attacking each other's market shares, hence competition in the industry increases (Eren
2001). In this case, managers have to consider changing their decisions based on
varying environments (Omarli 2017)

In this research tactical marketing decisions of managers in times of crisis
were identified; using Qatar Airways Company as a sample. Qatar Airways is one of
the youngest global airlines to serve all six continents. It connects more than 160
destinations on the map every day. A lot of companies like Qatar Airways were
affected by crisis in 2017. The main purpose of the study is to determine which factors
impact on tactical marketing decisions of managers in times of crisis and what
marketing activities they apply.
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3. Research Methods

Grounded theory is one of the most popular research methods in qualitative studies.
It is a method which involves the progressive process of identification and integration
of categories of meaning from data. It consists of two part; the process of category
identification and integration part is a method and its product is a theory. Grounded
theory provides us with instructions on how to identify categories, how to make a
connection between categories and how to constitute relationships between them.

Grounded Theory was originally conceptualized by Strauss and Corbin in
1990 and it refers to a general systematic research methodology of data collection and
analysis that uses a systematically applied set of methods to generate theory about a
substantive area (Glaser 1992).

This research study is conducted with the primary aim of exploring tactical
marketing decisions of managers in times of crisis; using Qatar Airways Company as
a case study. To this end, two interviews with marketing information executives were
analyzed using grounded theory methodology.

4. Grounded Theory (Interviewing)

4.1. Research Question

Which factors impact on tactical marketing decisions of managers and what marketing
activities are applied in times of crisis?

4.2. Purpose of Selecting Interviewee

How many participants is enough? According to Seidman (2005), “enough is an
interactive reflection of every step of the interview process and different for each
study and each researcher”. If we consider practical exigencies of time, money, and
other resources, one interviewee is enough for learning how to do grounded theory.
The first interviewee was Mr. A. E., one of the marketing information
executives of Qatar Airways Company in Azerbaijan. The second was Mr. S.E. who
is one of the marketing managers of Qatar Airways Company in Turkey.

4.3. Interview Guide

According to Weiss (1994), “An interview guide is a listing of area to be covered in
the interview along with, for each area, listing of topics or questions that together will
suggest lines if inquiry”. In the unstructured interview method, the researcher comes
to the interview with no predefined theoretical framework, and thus no hypotheses
and questions. Rather, the researcher has conversations with interviewees and
generates questions in response to the interviewees’ narration. The interview guide
consists of two parts; problem-solving and decision-making.
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4.3.1. Questions of Crisis Period

Could you give the relevant information about difficult decisions you have handled
during the period of crisis?

Could you talk about issues in the company that needed to be taken into
consideration during the crisis period?

Could you share with me what type of information managers need in times of crisis?
Could you give information about tools that help managers in times of crisis?

4.3.2. Questions of Making Decision

Please give me a sample of the difficulties you faced when making decisions in the
crisis period?

As a manager, did you encounter any situation that changed your plans during the
crisis period?

Could you please describe your relationship with employees in the company during
the crisis period?

Could you describe your daily mood at the time of decision making, as a manager
during the crisis?

5. Data Analysis

Data analysis in Study followed Strauss and Corbin (1990) coding processes. The
tables below show frequently used words in the interviews.

Figure 1 Analyzing the most frequently used words in the interviews

customers

: -~ ticket isi .
information decision make companies;irways

i aWwebsite . .
interviewer 81V€ qatarcould Or:zn period making

~ . .. __customer
competitors respondent > COM p a nylrllnes agency

business people PTiC€us g€l advertising marketing

channel say O one budget €xample * o i
Salesactlvmeso00 g times crISIS ifferent

Source: Own construction

Table 2 The most frequently used words in the interviews

Frequently used words Number
Company 57
Crisis Period 40
Customer 37
Budget 35
Price 33
Activity 32
Competitors 25

Source: Own construction
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Theoretical coding refers to a systematic process used to make sense of
research data by categorizing and grouping similar examples from the data. There are
three commonly accepted types of theoretical coding: open/initial coding, axial coding

and selective/focused coding (Charmaz 2006, Strauss—Corbin 1990).
Each step of coding enables scholars to break data down further into categories
and themes to examine the relationships within the data (Birks—Mills 2012).

5.1. Coding Materials

The initial or open coding is the first step in data analysis. It is a way of identifying
important words, or groups of words, in the data and then labeling them accordingly

(Birks—Mills 2012).

Figure 2 Sample from the interview material

Interviewer: Could you tell me please what type of information do managers need in times of Sevinj Omarli May 23, 2017
.. Gathering information on competitors and analyzing
crisis?
. L . . . €I Reply 77 Resolve
Respondent: If we talk about local Azerbaijani markets, especially airline companies, firstly we
need information of our competitors. We are analyzing our rivals. If there is a crisis, it affects SevinjOmarli  Market Surveys v
our competitors as if us. Thereby we analyze our competitors and know what kind of activities 4 SevinjOmarli  Making the comparison
they have. P
7 Sevinj Omarli Analysing competitors
We compare the activities of our competitors with our own activities, What differences are . _
. . P, Sevinj Omarli Disclosure of differences
between transact business of our company and others? What kind of activities of our company
are more superior to other companies? What are the advantages our competitors? What is the SevinjOmarli  Srengths
opportunity? We make comparisons. SevinjOmarli  Opportunity
Before the crisis, the price of ticket of Qatar Airways to Maldives was 1,300 AZN. The number SevinjOmarli  Incresse in competition
of travelers was also quite large. There is a growing competition on the market. There is a
. " " . Sevinj Omarli New entrants to the labour ¥
growing competition on the market now. To set an example, the competition for flying to
Indonesia (Ballet) or Goa (India) has increased nowadays. Low-cost airlines (loco) airline SevinjOmarli  Intensity of competitors
companies have just broken into market. 2 years ago, even those who said ‘I would never fly Sevini ’
. L . . L . . . vinj Omarli Change in purchasing behavior
to Bale without Qatar airlines’ are using low cost airlines now. Because the price difference is
obvious. We are obliged to measure the current customer behavior and decide to make our SevinjOmarli  Declina in customer loyalty
own plans according to that situation and competitors. SevinjOmarli  Analysis of customer v

Source: Own construction

Developing categories through the process of intermediate coding will

increase the level of conceptual analysis in the developing grounded theory. At this
time, the researcher may choose to select a core category that encapsulates and
explains the grounded theory as a whole. Developing categories through the process
of intermediate coding will increase the level of conceptual analysis in the developing
grounded theory. At this time, the researcher may choose to select a core category that
encapsulates and explains the grounded theory itself (Birks—Mills 2012).
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Table 3 Open and Axial Coding

Open Coding

Axial Coding

New Competitors to the Labor Market
Intensity of Competitors

Changing Purchase Behavior of Customer
Increasing Competition

Category 1: Characteristics of the crisis
period

Subcategory 1.
Consumer Issue

Subcategory 2.
Competitors Issue

Analyzing Market Surveys
Customer Analyzing

Category 2: Marketing Research

Gathering Information from Competitors

Category 3: Marketing intelligence

Considering Particular Importance to Customer
Satisfaction

Creating New Target Audiences

Making Special Discount to the customer

Efforts to Increase the Degree of Loyalty

Trying to Increase the Intention to Buy

Keeping Customer Requests in the Planning Front

Category 4: Tactical Marketing Decision

Subcategory 1: Customer oriented
activities

Proposed New Projects or Campaign
Placing Ads in Local Website

Placing Ads in Tourism Agency
Promoting Website as a Sales Channel
Using Google AdWords

Subcategory 2: Promotional activities:

Transferring Budget

Effective Use of Budget

Decreasing Advertisement Expenditure
Reduction/ Cancellation of Marketing Activities

Subcategory 3: Efficient using of budget:

Arrange Events with Partner Company
Arranging Business Events with Agencies
Making Joint Marketing Activity

Category 5: Cooperation with
Partner Companies:

Decline in Customer Loyalty

Failure to Reach Target

Decrease in Marketing Budget

Reduction in Advertisement Expenditure (Budget)

Category 6: Negative result of crisis
period

Increasing Incentives

Strict Business Rules

Low Decision-Making Speed
Slow Procedure

High-Price Ads

Category 7: Challenges of difficulties

Analytical Tools - Adobe Marketing Cloud
Using Different Analytical Tools

Database (MIS)

Increasing Productivity with MIS

Category 8: Informational Tools
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Receiving New Email Newsletters
Increasing Money Circulation
Doubling the Budget in Crisis Period

Category 9: Achievement of company in
crisis period

Decision-Making Becomes Constructive
Individual Decision Making
Group Decision Making

Category 10: Type of Decision Making

Cost Sharing

Win - Win Strategy

Making Comparison

Disclosure of Differences

Strengths

Opportunity

Conducting Cost Optimization
Development of Cheap Sales Channels

Category 11: Marketing Strategy of
Company

Restriction for Placing Adv. in the local website

Restriction for Cost Issues
High-Price Difference with Competitors

High Decision-Making Speed of Competitors

Category 12: Restriction/ Limitation of
Company

Facilities Evaluation Process
Competition Evaluation Process

Key Performance Indicator (KPI) Checking Process

KPI Evaluation Process

Category13: Internal Evaluation Process

E-Mail Customer Segment
Social Media Customer Segment
Online Channel Orientation

Category 14: Type of Customers

Source: Own construction

63 coded materials are in the Open Code, 14 categories are (5 subcategories) in

the Axial Code.

Selective coding is the process of choosing one category to be the core category
and relating all other categories to that category. The essential idea is to develop a
single storyline around which everything else is draped. There is a belief that such a

core concept always exists.

5.2. Selective category emerged from Axial coded materials

Selective coding begins only after the researcher has identified a potential core
variable. Subsequent data collection and coding is delimited to that which is relevant
to the emerging conceptual framework (the core and those categories that relate to the

core) (Holton 2010).
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Table 4 Selective Coding

Selective Coding

Core Category: Tactical Decision of
Manager in Crisis Period

Cooperation with Partner Companies
Marketing Strategy

Marketing Research
Informational Tools
Marketing intelligence

Advantage of Competitors
Limited Budget
Procedure

Characteristics of the crisis period
Advantage of Competitors

Type of Consumer

Internal Evaluation

Negative result of crisis period
Challenges of difficulties
Achievement of company in crisis period

Category 1. Marketing Strategy of
Company

Category 2. Marketing Informational
System

Category 3. Restriction and Limitation of
Companies

Category 4. Environmental Factor

Subcategory 4.1: Internal Factors
Subcategory 4.2: External Factors

Category 5: Outcomes

Subcategory 5.1: Negative Result
Subcategory 5.2: Positive Result

Source: Own construction

6. Findings and Results

The final product of a grounded theory study is an integrated and comprehensive
grounded theory that explains a process or scheme associated with a phenomenon.
The main theme is “Tactical Decision of Managers in the crisis period”. The
tactical decisions in marketing are related to the implementation of strategic decisions.
They are directed towards developing divisional plans, structuring workflows,
establishing distribution channels, and acquisition of resources. It is obvious that these
decisions are taken at the middle level of management. During economic crisis, four
major components are related to tactical decision making in marketing and especially
on their marketing activities: These are; Marketing Strategy of Company, Marketing
Informational System, Environmental factors, Restriction, and Limitations of

Company.
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Figure 3 Grounded Theory
Marketing Marketing
Informational Strategy of
System Company

Company Tactical ]
Restriction and Decision of E;‘;’t'(;?”me”m
Limitation > Manager in
Crisis

Outcomes

Source: Own construction

In the crisis period, the most significant factor is environmental factors.
Especially the external environment is constantly changing. Moreover, marketing
managers understand the changes and know how to make a tactical marketing
decision.

The competition also plays a considerable role in shaping marketing mix,
market share, and market demand since the enterprise cannot have full control of this
variable. During the crisis, new competitors enter the labor market and competition is
increasing and getting more intensive.

[...] To set an example, the competition for flying to Indonesia
(Ballet) or Goa (India) have been increased nowadays. The low-cost
airline (loco) companies have just broken into the market. Two years
ago, even those who said | would never fly to Bale without Qatar
airlines” are using low-cost airlines now. Because the price
difference is obvious. We are obliged to measure the current
customer behavior and decide to make our own plans according to
this situation and we have to consider our competitors as well.
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Marketing managers should consider internal environmental factors when
making a tactical decision. For example, managers have to evaluate business facilities
which increased competitiveness or to monitor and evaluate the key performance
indicators. Another environmental issue is changes in purchasing behavior of
customers. The financial crisis motivated customers to act more economically. In
general, during financial crisis customers become more “money minded”. They start
to buy only necessities, switch to cheaper brands and have a more rational view of
promotion.

When managers are making a tactical decision, they arrange some customer
orientation activities in crisis periods. The company has considered customer requests
on the planning front, giving importance to them, granting special discounts,
increasing intention to buy and making efforts to increase the degree of loyalty.

Tactical Marketing Decision is the type most related to marketing strategy. In
crisis periods, managers arrange events with a partner company, conduct Joint
Marketing Activities, and apply Cost Sharing Strategy, as building a partnership
directly with marketing companies proves to be less expensive and more successful
than the alternatives from inside of the company.

[...] 1 use these data and present it to some companies like “Master
card” and suggest that let’s do a joint marketing. Let's spend 5000
dollars and arrange the event with cost sharing, then make special
discounts for the customer of Master Card. In short, we can provide
opportunities which are more efficient by using such analytical
information during the crisis periods.

In the crisis periods, Qatar Airways decided to promote the website as a sales
channel. This is also a marketing strategy. In that case, they developed cheap sales
channels, saved the budget and performed optimization.

Another important category “Marketing Information System” (MIS) is related
to the tactical decision-making process as well. The role of MIS has been described
and analyzes the capability of decision-making. According to the coding result, the
marketing information system constitutes marketing intelligence: how management
can keep up with the new knowledge of competitors and emerging conditions. In our
study, it is determined that market research is the process of collecting and analyzing
data for the purposes of identifying and resolving problems. It is related to companies’
marketing services and marketing opportunities, and planned and managed activities
on a scientific basis to ensure efficiency in dealing with these problems and
opportunities.

Qatar Airways Company has used certain technical tools such as Adobe
Marketing Cloud to analyze the company data to support better tactical decision-
making, identify new business opportunities and reduce costs and in this case, the
company increased productivity in crisis periods.
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[...] Therefore, you can be more certain in the crisis period. The
Adobe Marketing Cloud helps us to measure the effectiveness of our
advertising channels. For instance, we placed a bank account on the
website (www.hesab.az). It has a given price approximately 500 AZN
(Azerbaijan National Currency). We can see the “search visual” by
clicking on “create”, “purchase create” buttons. Adobe Marketing
Cloud informs us that 1,500 people out of 2000 people made search
the advertisement which is placed on the hesab.az website by us and
5 people of them display purchasing behavior.

Company restrictions and limitations influence tactical marketing decisions
during economic crisis. In terms of crisis, decision-making is getting more
constructive. These are the restrictions the company faced; cost issues, strict rules,
high price difference with competitors, and greater decision-making speed of
competitors. Moreover, some big companies face difficulties such as increasing
incentives, strict business rules, low decision-making speed, slow procedure, and
high-priced ads. Thereby it affects tactical decision making. They start to decrease
the advertisement expenditures or reduce/cancel marketing activities to use their
budget more efficiently.

The last category is “outcomes of a company”. Well-planned entrepreneurial
activities can increase company sales and profits by overcoming customer retention
tendencies during the crisis period.

Some negative outcomes for the company are; failure to reach the target,
reduction in the marketing budget, decreasing offline advertisement expenditures,
and so on.

[...] The marketing budget is reduced because your company can't
reach the target, and you have to cut off the budget of advertising or
eliminate some marketing activities.

When companies are recalculating their budgets, they mostly decide to reduce
the expenses for advertising and marketing during crisis periods. But specialists in the
field of communications advise that advertisement is the most important tool for
bringing the biggest volumes of sales in difficult periods, and that companies must
take advantage of these opportunities for subsequent periods.

Qatar Airways Company did make some tactical promotional decision. They
proposed new projects and campaigns, placed ads in local websites and tourism
agencies, allocated money for promoting the website as a sales channel, and so on. In
this way, the company got positive outcomes, for example, instituted a new email
newsletter, increased money circulation, and doubled the budget during the crisis
period.

[...] We were arranging 12 commercial events during the year. Due

to the crisis, we reduced the number of events 3 times. We spent

money on the last 9 activities on the website's advertising
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expenditures and promoted our website as a sales channel. When |
started to work for this company in 2015, the money circulation of
the website was 0.9 million dollars. | decided to make it doubled and
it increased to $ 1.8 million dollars. The reason for our achievement
is to cancel different activities and put money on different budgets.

7. Conclusion

In periods of economic crisis, customers are affected and therefore they stop buying,
while competitors have difficulty finding new customers, attacking each other's
market shares as competition in the industry gets hotter (Eren 2001). It has become
imperative for managers to make and change decisions according to the ever-
changing environments (Omarli 2017).

The competition also plays a considerable role in shaping marketing mix,
market share, and market demand, since the enterprise cannot have the full control
of this variable. During the crisis, the number of new competitors entering the labor
market increases and the market becomes more intensive. In this study we analyzed
Qatar Airways Company using certain technical tools such as Adobe Marketing
Cloud to analyze company data, in order to support better tactical decision making,
identify new business opportunities, and reduce costs, and by doing so, the company
actually increased productivity in the crisis period.

We applied a qualitative research method, grounded theory, to analyze our
data. In the study, we used Qatar Airways Company as a case study. During the crisis
periods, exactly what kind of marketing activities are applied by managers was
determined, as were the factors which have an effect on tactical marketing decisions
by managers. Two interviews with marketing information executives were analyzed
using grounded theory methodology. To conclude, by diminishing the negative
influences of the crisis, Qatar Airways Company made marketing budgets more
efficient by increasing customers’ loyalty and attracting new customers by building
a strong, distinct brand image. In the crisis period investigated, Qatar Airways
Company also arranged events with a partner company, engaged in certain Joint
Marketing Activities, and applied Cost Sharing Strategy to form a partnership with
a marketing company which proved less expensive and more successful than the
alternatives available within the company.
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